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Abstract: The production of official statistics is experiencing significant challenges 
including the handling of massive data sets, the application of computer intensive 
methods and the integration of data from different sources. Official statistics indicators 
provide a multivariate perspective, both in form and in content. This perspective 
requires an implementation of multivariate techniques for data analysis and 
presentation of findings. The information quality framework is a methodological 
approach that has been applied to many domain areas including the production of 
official statistics. Bayesian networks are graphical models that permit decision makers 
to evaluate alternative scenarios using official statistics.  The article presents the 
information quality framework and discusses a Bayesian network application to 
Eurostat data. It begins with a background on current official statistics evolutionary 
changes and concludes with a discussion section that maps some of the challenges of 
official statistics. 
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1. Background 

Official statistics need to be used to be useful. Quoting from Forbes and Brown, 
2012: “An issue that can lead to misconception is that many of the concepts 
used in official statistics often have specific meanings which are based on, but 
not identical to, their everyday usage meaning. All staff producing statistics 
must understand that … their work translate the real world into models that 
interpret reality and make it measurable for statistical purposes. The first step 
… is to define the issue or question(s) that statistical information is needed to 
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inform. That is, to define the objectives for the framework, and then work 
through those to create its structure and definitions. An important element … is 
understanding the relationship between the issues and questions to be informed 
and the definitions themselves.” The challenge posed by this quote is a 
transformation of official statistics from a producer of numbers to a generator 
of information. This perspective significantly expands the traditional role of 
official statistics. To fulfill this role, several education programs provide 
qualified training to producers and users of official statistics. For example, the 
mission of the European Master in Official Statistics (EMOS) is to enhance the 
ability of students to understand and analyze European official data at different 
levels: quality, production process, dissemination, and analysis in a national, 
European and international context, see EMOS, 2021. As mentioned, a key task 
of modern official statistics is the generation of information. A general 
framework for designing and assessing information quality is proposed in 
Kenett and Shmueli, 2014, 2016a. Kenett and Shmueli, 2016b, provide an 
example where administrative data, collected for operational purposes, is 
combined with survey-based data to enhance the information quality of official 
statistics. The information quality framework consists of eight dimensions and 
requires an explicit determination of the goals of the analysis and a clarification 
of the available data, the methods of analysis used and the related utility 
function. Of impact on information quality of official statistics is the Generic 
Statistical Business Process Model (GSBPM) which describes statistical 
production in a general and process-oriented way. It is used both within and 
between national statistical offices as a common basis for work with statistics 
production to ensure quality, efficiency, standardization, and process-
orientation and is used for all types of surveys, see GSBPM, 2021.  

In general, modern statistics, machine learning, data science and in general, 
data analytics, are having a ubiquitous impact on industry, governments, 
business, and services (Kenett et al, 2022, 2023a). For an example of how these 
impact official statistics see Barcaroli, 2017, and Bhandari et al, 2022.  For a 
general treatment of data science and the role of data scientists see Kenett and 
Redman, 2019. The next section is a high-level introduction to indicators, such 
as those published by national bureaus of statistics of national statistics 
organizations. 
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2. Indicators 

Indicators come from the Latin word “indicator” that means “who or what 
indicates”. They represent direct and indirect data driven measures. “… an 
indicator is not simple crude statistical information but represents a measure 
organically connected to a conceptual model aimed at describing different 
aspects of reality” (Maggino, 2018a). The construction of indicators involves 
the process of synthesizing indicators through aggregative–compensative and 
non-aggregative approaches. These methods apply a synthesis of units with 
reference to one or more indicators aiming at aggregating individual values at 
a microlevel. This synthesis allows a comparison of macro units with references 
of interest. In addition to these “numerical” approaches it is common to use 
graphical instruments such as dashboards (Maggino, 2018b). In any case, 
indicators need to be validated. This is sometimes called construct validation. 
We expand on this when, in the net section, we introduce the information 
quality dimensions.  

An example of indicators is provided by the United Nations Sustainable 
Development Goals (SDG). This initiative aims at reaching 17 goals that are 
defined in a list of 169 SDG Targets. Progress towards these Targets is tracked 
by 232 Indicators. Official statistics indicators are used in a large variety of 
types and applications. The most popular and politically important indicators 
are macro-economic statistics, such as GDP, Current Account Balance, Public 
Deficit, Consumer Price Index, Productivity etc. These indicators typically 
come from administrative accounts.  In areas not covered by macro-economic 
accounts, such as social statistics, environment, transport, agriculture, 
education, etc., indicators are mostly collected through surveys (Kenett and 
Salini, 2012, Eurostat, 2023). Macro-economic indicators often link to 
scientific theory derived from economic sciences. Non macro-economic 
indicators typically do not rely on established theory, which raises issues with 
their interpretation. In general, the aim of an indicator is to provide supporting 
evidence to decision makers. The quality of indicators is derived from their 
ability to provide answers to questions posed by decision makers, with the 
required accuracy, timeliness, consistency, etc.   

An important aspect of indicators is that they can provide a 
multidimensional perspective. This requires proper multivariate display and 
data analysis (see Kenett and Maggino, 2021). In general, the challenge of 
transforming numbers to information is significant. In particular, the ability to 
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evaluate alternative scenarios based on official statistics requires methods to 
analysis counterfactual thought experiments. The next sections introduce a 
framework for planning and assessing information quality using official 
statistics followed by an example of a multivariate analysis using Bayesian 
networks to assess alternative scenarios. 

3. Information quality 

Information quality (InfoQ) is defined as “the potential of a data set to achieve 
a specific (scientific or practical) goal by using a given empirical analysis 
method” (Kenett and Shmueli 2014). InfoQ is determined by the data (X), the 
data analysis method (f) and the analysis goal (g), as well as by the relationships 
between them. Utility is measured using specific metric(s) (U). Setting a study 
goals is typically an iterative process (see Kenett et al, 2023b). By examining 
each of these components, and their relationships, we can learn about the 
contribution of a given study as a source of knowledge and insight. A 
mathematical formulation of information quality is: InfoQ = U(f(X|g)). The 
components of InfoQ have been mapped to eight dimensions that represent a 
deconstruction of the concept. Here, we present the eight InfoQ dimensions and 
provide some guiding questions that can be used in planning, designing and 
evaluating reports based on official statistics. 

i) Data Resolution 

Data resolution refers to the measurement scale and aggregation level of the 
data. The data’s measurement scale should be carefully evaluated in terms of 
its suitability to the goal, the analysis methods used, and the required resolution 
of the utility U. Questions one could ask to figure out the strength of this 
dimension include: 

• Is the data scale used aligned with the stated goal of the study? 

• How reliable and precise are the data sources and data-collection 
instruments used in the study? 

• Is the data analysis suitable for the data aggregation level? 

A low rating of data resolution is indicative of low trust in the usefulness of 
the study’s findings. An example of data resolution is provided by Google’s 
ability to predict the prevalence of flu based on the type and extent of Internet 
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search queries.  These predictions match quite well the official figures 
published by the Centers for Disease Control and Prevention (CDC). The point 
is that Google’s tracking has only a day’s delay, compared to the week or more 
it takes for the CDC to assemble a picture based on reports from doctors’ 
clinics. Google is faster because it is tracking the outbreak by finding a 
correlation between what people search for online and whether they have flu 
symptoms, see Kenett and Shmueli, 2016a. 

ii) Data Structure 

Data structure relates to the type(s) of data and data characteristics such as 
corrupted and missing values due to the study design or data-collection 
mechanism. Data types include structured numerical data in different forms 
(e.g., cross-sectional, time series, network data) as well as unstructured, non-
numerical data (e.g., text, text with hyperlinks, audio, video, and semantic data). 
The InfoQ level of a certain data type depends on the goal at hand. Questions 
to ask to figure out the strength of this dimension include: 

•  Is the type of data used aligned with the stated goal of the study? 

•  Are data-integrity details (corrupted/missing values) described and 
handled appropriately? 

•  Are the analysis methods suitable for the data structure? 

A low rating of data structure reflects poor data coverage in terms of the 
project goals. For example, using a cross-sectional analysis method to analyze 
a time series warrants special attention when the goal is parameter inference, 
but is of less concern if the goal is forecasting future values.   

iii) Data Integration 

With the variety of data sources and data types available today, studies often 
integrate data from multiple sources and/or types to create new knowledge 
regarding the goal at hand (Dalla Valle and Kenett, 2015). Such integration can 
increase InfoQ, but, it can also reduce InfoQ. Data integration is particularly 
vulnerable to creation of privacy breaches. Questions to ask to figure out the 
strength of this dimension include: 

•  If the data integrated from multiple sources, what is the credibility of 
each source? 
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•  How is the integration performed? Are there linkage issues that lead to 
dropping crucial information? 

•  Does the data integration add value in terms of the stated goal? 

•  Does the data integration cause privacy or confidentiality exposure 
concerns? 

A low rating on data integration is indicative of missed potential in data 
analysis. 

iv) Temporal Relevance 

The process of deriving knowledge from data can be placed on a timeline 
that includes the periods of data collection, data analysis, and usage of results 
as well as the temporal gaps between these three stages. Such gaps can be due 
to the employment of independent contractors or internal organizational poor 
coordination. The different durations and gaps can each affect InfoQ. The data-
collection duration can increase or decrease InfoQ, depending on the study goal, 
for example studying longitudinal effects versus a cross-sectional goal. 
Similarly, if the collection period includes uncontrollable transitions, this can 
be useful or disruptive, depending on the study goal. Questions to ask to figure 
out the strength of this dimension include: 

•  Considering the data collection, data analysis and deployment stages, are 
any of them time-sensitive? 

•  Does the time gap between data collection and analysis cause any 
concern? 

•  Is the time gap between the data collection and analysis and the intended 
use of the model (e.g., in terms of policy recommendations) of any 
concern? 

A low rating on temporal relevance indicates an analysis with low relevance 
to decision makers due to data collected in a different contextual condition. This 
can happen in economic studies with policy implications that are based on old 
data. 
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v) Chronology of Data and Goal 

The choice of variables to collect, the temporal relationship between them, 
and their meaning in the context of the goal at hand affects InfoQ. Questions to 
ask to figure out the strength of this dimension include: 

•  If the stated goal is predictive, are all the predictor variables expected to 
be available at the time of prediction? 

•  If the stated goal is causal, do the causal variables precede the effects? 

•  In a causal study, are there issues of reverse-causation? 

A low rating on chronology of data and goal can be indicative of low 
relevance of a specific data analysis due to misaligned timing. A customer-
satisfaction survey, that was designed to be used as input to the annual budget 
planning cycle, becomes irrelevant if its results are communicated after the 
annual budget is finalized (Kenett and Salini, 2012). 

 

vi) Generalizability 

The utility of f(X|g) is dependent on the ability to generalize f to the 
appropriate target population. Two types of generalizability are considered: 
statistical generalizability and scientific generalizability. Statistical 
generalizability refers to inferring from a sample to a target population. 
Scientific generalizability refers to applying a model based on a particular target 
population to other populations. This can mean either generalizing an estimated 
population pattern/model f to other populations, or applying f parameters 
estimated from one population, to predict individual observations in other 
populations. Determining the level of generalizability requires careful 
characterization of g. Generalizability is related to the concepts of 
reproducibility, repeatability, and replicability. Reproducibility represents 
insights that are replicable (but not necessarily identical), while repeatability is 
about achieving the same results in a repeated experiment. Replicability is used 
most often in genome wide association studies where a follow up experiment is 
conducted to identify a subset of genes as active, after following a large study 
investigating thousands of genes (Kenett and Shmueli, 2015). Repeatability 
relates to data quality and analysis quality, while reproducibility relates to 
InfoQ. Questions to ask to figure out the strength of this dimension include: 
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•  Is the stated goal statistical or scientific generalizability? 

•  For statistical generalizability in the case of inference, does the paper 
answer the question “What population does the sample represent?” 

•  For generalizability in the case of a stated predictive goal (predicting the 
values of new observations; forecasting future values), are the results 
generalizable to the data to be predicted? 

For more on Generalizability see Kenett and Shmueli, 2016b. 

vii) Operationalization 

Two types of operationalization are considered: construct operationalization 
and action operationalization of the analysis results. Constructs are abstractions 
that describe a phenomenon of theoretical interest. Measurable data are an 
operationalization of underlying constructs. The relationship between the 
underlying construct and its operationalization can vary, and its level relative 
to the goal is another important aspect of InfoQ. The role of construct 
operationalization is dependent on the goal, and especially on whether the goal 
is explanatory, predictive, or descriptive. In explanatory models, based on 
underlying causal theories, multiple operationalizations might be acceptable for 
representing the construct of interest. As long as the data are assumed to 
measure the construct, the variable is considered adequate. In contrast, in a 
predictive task, where the goal is to create sufficiently accurate predictions of a 
certain measurable variable, the choice of operationalized variable is critical. 
Action operationalizing results refers to three questions originally posed by 
Edwards Deming (Kenett and Redman, 2019): 

•  What do you want to accomplish? 

•  By what method will you accomplish it? 

•  How will you know when you have accomplished it? 

Questions to ask to figure out the strength of construct operationalization 
include: 

•  Are the measured variables themselves of interest to the study goal, or is 
their underlying construct of interest? 

•  What are the justifications for the choice of variables? 

9 
 

Questions to ask to figure out the strength of operationalizing results 
include: 

•  Who can be affected (positively or negatively) by the research findings? 

•  What can he or she do about it? 

•  Who else? 

A low rating on operationalization indicates that the study might have 
academic value but has little practical impact. 

viii) Communication 

Effective communication of the analysis and its utility directly impacts 
InfoQ. There are plenty of examples where the miscommunication of valid 
results has led to problematic outcomes. For a study of how to make more 
understandable National Assessment of Educational Progress (NAEP) and state 
test score reporting scales and reports, see Hambleton, 2002. Questions that a 
reviewer should ask to figure out the strength of this dimension include: 

•  Is the exposition of the goal, data and analysis clear? 

•  Is the exposition level appropriate for the readership of this report? 

A low rating on communication indicates that poor communication might 
cover the true value of the analysis and, thereby, reduce the value of the 
information provided by the analysis. 

Following this review of the information quality framework we now 
introduce Bayesian networks with an example. For more examples of 
applications of information quality to official statistics see Kenett and Shmueli, 
2016a, 2016b. 

4. Bayesian networks 

Eurostat, 2023, provides survey-based information on health indicators in 36 
countries over the past 20 years. It consists of data on various aspects of people's 
health status, which enables the analysis of public health issues, demographic 
patterns, socio-economic trends, and disparities in health statuses. Data on the 
following aspects are available: 

 healthy life years 
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include: 

•  Are the measured variables themselves of interest to the study goal, or is 
their underlying construct of interest? 

•  What are the justifications for the choice of variables? 
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2016a, 2016b. 

4. Bayesian networks 

Eurostat, 2023, provides survey-based information on health indicators in 36 
countries over the past 20 years. It consists of data on various aspects of people's 
health status, which enables the analysis of public health issues, demographic 
patterns, socio-economic trends, and disparities in health statuses. Data on the 
following aspects are available: 

 healthy life years 
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 self-perceived health and well-being 

 functional and activity limitations 

 self-reported chronic morbidity 

 injuries from accidents 

 absence from work due to health problems 

Kenett and Salini (2009) showed how Bayesian networks can be used to 
analyze such survey data and enable the assessment of alternative scenarios. 
We present here this capability in the context of Eurostat data. This approach 
has been implemented in a wide range of application domains such as socio-
ecological system resilience, see Cai et al (2018) and Adams et al (2022) and 
education surveys (Pietro et al, 2015). We begin by introducing Bayesian 
networks. 

Bayesian networks (BN) apply a graphical model structure known as a 
directed acyclic graph (DAG) that is popular in Statistics, Machine Learning 
and Artificial Intelligence. BNs are both mathematically rigorous and 
intuitively understandable. They enable an effective representation and 
computation of a joint probability distribution over a set of random variables 
(Pearl, 1985, Kenett et al. 2022). The structure of a DAG is defined by two sets: 
the set of nodes and the set of directed edges. The nodes represent random 
variables and are drawn as circles labelled by the variable names. The edges 
represent links among the variables and are represented by arrows between 
nodes.  An edge from node Xi to node Xj represents a relation between the 
corresponding variables. Thus, an arrow indicates that a value taken by variable 
Xj depends on the value taken by variable Xi. This property is used to reduce, 
sometimes significantly, the number of parameters that are required to 
characterize the joint probability distribution (JPD) of the variables. This 
reduction provides an efficient way to compute posterior probabilities, given 
the evidence present in the data. In addition to the DAG structure, which is often 
considered as the "qualitative" part of the model, one needs to specify the 
"quantitative" parameters of the model. These parameters are described by 
applying the Markov property, where the conditional probability distribution 
(CPD) at each node depends only on its parents. For discrete random variables, 
this conditional probability is represented by a table, listing the local probability 
that a child node takes on each of the feasible values – for each combination of 

11 
 

values of its parents. The joint distribution of a collection of variables is 
determined uniquely by these local conditional probability tables (CPT). The 
Eurostat case study presented here is based on discretized variables.  

In learning the network structure, one can apply different network learning 
algorithms like the ones mentioned below in analyzing the Eurostat data. One 
can also manually include white lists of forced links imposed by expert opinion 
and black lists, of links that are not to be included in the network, even if the 
learning algorithm specifies it. In order to learn a BN that fully represents the 
joint probability distribution it represents, it is necessary to specify, for each 
node X, the probability distribution for X conditional upon X's parents. The 
distribution of X, conditional upon its parents, may have any form. Sometimes 
only constraints on a distribution are known. One can then use the principle of 
maximum entropy to determine a single distribution, i.e. the one with the 
greatest entropy given the constraints (Kenett and Salini, 2012). Often these 
conditional distributions include parameters which are unknown and must be 
estimated from data, for example using the maximum likelihood approach. 
When there are unobserved variables direct maximization of the likelihood (or 
of the posterior probability) is often complex. A classical approach to address 
this problem is the expectation-maximization (E-M) algorithm which alternates 
computing expected values of the unobserved variables conditional on observed 
data, with maximizing the complete likelihood assuming that previously 
computed expected values are correct. Under mild regularity conditions, this 
process converges to maximum likelihood (or maximum posterior) values of 
parameters (Heckerman, 1995).  

Causal Bayesian networks are BNs where the effect of an intervention is 
defined by a ‘do’ operator that separates intervention from conditioning (Pearl, 
2009). The basic idea is that an intervention breaks the influence of a 
confounder so that one can make a true causal assessment. The established 
counterfactual definitions of direct and indirect effects depend on the ability to 
manipulate mediators. A BN like graphical representation, based on local 
independence graphs and dynamic path analysis, can be used to provide an 
overview of dynamic relations.  On the other hand, the econometric approach 
develops explicit models of outcomes, where the causes of effects are 
investigated and the mechanisms governing the choice of treatment are 
analyzed. In such investigations, counterfactuals are studied (Counterfactuals 
are possible outcomes in different hypothetical states of the world). In general, 
the study of causality  involves: (a) defining interventions or counterfactuals, 
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(b) identifying causal models from idealized data of population distributions or 
empirical experiments and (c) identifying causal effects from actual data, where 
sampling variability is accounted for (Heckman, 2008). We focus here on a BN 
of 8 indicators from 36 countries with data from 2003 to 2022 (Figure 1). The 
range in the total number of surveys covered is 8724-9962. Overall, we have 
73340 data points derived from the Eurostat surveys. We analyze this data with 
a BN. 

 
   
 
 
 
 
 
 
 
 
 

Figure 1: The 8 indicators used in the Bayesian network analysis (JMP version 17.0) 

The original data has missing values and we carried out a multivariate 
imputation preprocessing step to handle this. Following that, all 8 indicators 
were discretized into 5 categories defined by equal width bins. An algorithmic 
BN structure analysis with Greedy Thick Thinning produced the DAG shown 
in Figure 3. An alternative Bayes search gave similar results. 

The root of the DAG in Figure 2 consists of percentages of “Male having a 
long-standing illness or health problem” (top left). The bottom right variable in 
the DAG is “Female having a long-standing illness or health problem”. This is 
affected by the Male percentage directly and indirectly by “Female Self-
perceived long-standing limitations (some or severe) in usual activities due to 
health problem”. The BN indicates that 36% of Males and 10% of Females are 
in the lowest category. In Figure 3 and Figure 4 we condition “Male having a 
long-standing illness or health problem” to be 100% in the lowest category and 
100% in the highest category, respectively. This ability to study the impact of 
such conditioning is mirroring a mental process conducted informally by 
decision makers. This is sometimes labeled a “what if” analysis. BNs provide 

13 
 

the means to conduct such an analysis in a systematic and reproducible way. 
Here, we show what would happen if 100% of the “Male having a long-standing 
illness or health problem” is in the lowest category or if 100% is in the highest 
category, respectively. These scenarios can represent specific initiatives 
designed to change the current situation shown in Figure 2. 

With the conditioning in Figures 3 and 4, the percent of “Female having a 
long standing illness or health problem” in the lowest category, increases from 
19% to 29%. On the other hand, the lowest category in “Female Self-perceived 
long-standing limitations (some or severe) in usual activities due to health 
problem” dropped from 81% to 8%.  

These scenarios provide an estimate of the impact of focused interventions, 
based on past observed data. The example indicates what would be the impact 
on “Female Self-perceived long-standing limitations (some or severe) in usual 
activities due to health problem” of changes in the conditions of “Male having 
a long-standing illness or health problem”. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Bayesian network analysis of the Eurostat data (GeNie version 2.0) 
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Figure 3: Low level conditioned Bayesian network analysis of the Eurostat data 

(GeNie version 2.0) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: High level conditioned Bayesian network analysis of the Eurostat data 
(GeNie version 2.0) 
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5. Discussion 

Official statistics is under strong evolutionary pressures. From a central and 
unique center of data production national statistics offices meet, on the one 
hand, alternative data providers and, on the other hand, changing expectations 
of users and customers. In this paper we touch on several aspects of this 
transformation and propose possible solutions. We list below some points that 
deserve more consideration in future work. We expand below on five such 
directions 

i) A central challenge in data rich environments is data integration, the third 
InfoQ dimension. An example where this is needed in official statistics is in 
addressing survey mode effects. Surveys are typically conducted, 
simultaneously, on different platforms. Some surveys are conducted over the 
phone, some are face to face and some are based on omnibus panels. Integrating 
data from such sources is a much-needed competency. Dalla Valle and Kenett, 
2015, propose a multivariate BN based method to calibrate such assembled 
data, in order to account for such mode effects. 

ii) Official statistics indicators tend to be evaluated using univariate 
perspectives. This limits the quality of the information that can be provided. We 
provide an example of a multivariate analysis of survey data using Bayesian 
networks. Kenett and Salini, 2009, originally proposed it in the context of 
customer satisfaction surveys, but this also applies to official statistics. 

iii) A similar transformation is occurring in the healthcare sector, see 
Bhandari and Kenett (2022). Both official statistics and healthcare services 
would benefit from coordinated initiatives, with mutual benchmarking targets. 

iv) An area of research that deserves special attention is the development of 
methodologies for impact studies. The studies can be prospective (ex-ante) or 
retrospective (ex-post). They can combine observational data with randomized 
control interventions and case control analysis. Evaluations of ongoing 
interventions are called formative. Evaluations of past interventions are called 
summative. More knowledge is needed in conducting such studies. 

v) Finally, modern statistics offers an expanded range of analysis methods 
for inference and predictive analytics, see Kenett et al.  2022, 2023a, 2023b. 
National bureaus of statistics are typically not involved in analysis and focus 
on data production. There is however an iterative looping cycle between data 
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collection and data analysis so that both activities cannot be disassociated. This 
emphasizes the role of national bureaus of statistics as educators of decision 
makers and the public at large.  The more sophisticated the users and producers 
of official statistics, the better the information generation process.  

The paper is designed to map current challenges of national statistics 
organizations and propose possible approaches to handle them. The information 
quality framework is presented as a way to address a wide-angle perspective of 
statistical analysis and Bayesian networks as a multivariate analysis approach 
that enables an assessment of alternative scenarios. These are only options and, 
undoubtedly, more such techniques will be offered in the future. The challenge 
of transforming producers of numbers to generators of information used by 
decision makers requires both methodological and practical advances.  
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Abstract. The shadow economy, which falls under the broader definition of the 
unobserved economy, has not found a univocal interpretation of the causes of its origin 
and evolution over time. The analysis becomes more difficult when extended to 
European countries, which differ in terms of the culture and structure of their tax 
systems. Despite this, to squelch a phenomenon related to the shadow economy, such as 
tax evasion, the European Commission has repeatedly stressed that the introduction of 
a cap on cash payments could be a possible tool for reducing tax evasion. Over time, 
different methodologies have been used to estimate both the unobserved economy and 
tax evasion, although the results have nonetheless converged. This does not happen in 
the formulation of country tax gap rankings, which change depending on whether tax 
evasion is used in relation to Gross Domestic Product or population. The purpose of 
this paper is to investigate the relationship between the levels of tax evasion and the 
introduction of the cash cap limits in the European countries. The existing tax 
regulations are different across the countries and not all have placed limits on cash 
payments. From the econometric estimation, the relationship between the existence of 
cash payment limits and the reduction in evasion was confirmed only for a threshold 
exceeding five thousand euros. The other variables considered – such as the tax burden 
on enterprises and families and the efficiency of the tax system – produce, instead, 
effects of a very different magnitude. 
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