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Abstract. The School of Economics and Management of the University of Florence usesa
self-evaluation test as an instrument to assess the competencies of candidates who want to
enrol in the three-year degree program. The aim of this study is to assess if the self-
evaluation test scores give a gain in predicting the student performance when added to
available student characteristics, such asthe high school career. The student performance
ismeasured by threebinaryindicator shased onthenumber of creditsgained after oneyear.
For each binary outcome, the predictionis carried out using both logistic regression and
random forest, using two alternative sets of predictors: (i) student characteristics; (ii)
student characteristics and test scores. The predictive ability is assessed using 10-fold
cross-validation. Themain finding of theanalysis, which refer sto the academic year 2014/
2015, isthat the self-eval uation test scores do not help in predicting student performance
once student characteristics are properly exploited.

Keywords: Cross-Validation, Logistic regression, Random Forest, Self-evaluation test,
Sudent performance.

1. INTRODUCTION

The School of Economics and Management of the University of Florence uses a
self-evaluation test as an instrument to assess the competencies of candidates who
wish to enrol in the three-year degree program. The test contributes to the
orientation for the choice of the university course. Our study has the primary aim
of evaluating whether the self-evaluation test provides valuable information for
predicting student performance when added to the aready available student
characteristics. In order to be confident that our findingsdo not critically depend on
thepredi ction method, we pursuetheancillary aim of implementing and comparing
different prediction methods. The ability to predict student performanceis pivotal
for theuniversity management intheprocessesof allocating resourcesand planning
actions to support weak students. The literature on predicting university student
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performanceislarge, see Grilli et al. (2016) for an overview. Here we consider the
case of the School of Economics and Management of the University of Florence,
which was analysed for an earlier academic year (2008/2009) using an approach
based on quantile regression for counts (Grilli et al., 2016) and binomia mixture
modelling (Grilli etal., 2015). Thecurrent paper differsfrom previousonesbecause
of the focus on prediction rather than statistical modelling.

The self-evaluation test of the School of Economics and Management is
compulsory, but it does not preclude the enrolment. It consists of 24 items with
multiple responses, one of which is correct. There are three sections on logic,
reading (comprehension of a text) and mathematics. The candidates have 20
minutes for each session. A correct answer yields 1 point, awrong answer yields
-0.25 points, whereas no points are assigned if the answer is not provided.
Therefore, each candidate hasseparatescoresonlogic, reading and math. Candidates
with atotal score lower than 8 can still enrol, but they have to recover the gap by
studying some material provided by the university.

The measures of the student performance are based on the number of credits
gained after one year. The credits are defined in accordance with the European
Credit Transfer and Accumulation System (ECTS), alowing the comparison
between different courses of European universities through an assessment of the
required workload to achieve the learning outcomes. A credit usually corresponds
to 25 hours of work including lessons, exercises, and home study. Each course has
agiven number of credits, which are acquired when the students passes the exam.
Typically, ayear of adegree program corresponds to 60 credits.

In the analysis we consider three alternative outcomes based on the number
of credits, namely obtaining at least 1 credit, at least 20 credits, and at least 40
credits. Such thresholds are chosen to match some well-defined targets for the
university management. First of al, it is of paramount importance to predict
whether a student will get some credits or will fail at al. Moreover, the Italian
government adopts the percentage of students obtaining at least of 20 creditsin a
year as a criterion for alocating a quota of the government funding to the
university’. For other purposes the threshold of obtaining at least 40 credits is
relevant. Therefore, wefocusthe analysis on theindicators based on threerelevant
thresholds, namely at least one credit, at least 20 credits, and at least 40 credits.

For each binary outcome about student performance, we carry out the
prediction using both logistic regression and random forest, using two alternative
sets of predictors: (i) student characteristics; (ii) student characteristics and test

L http://attiministeriali.miur.it/anno-2016/dicembre/dm-29122016.aspx
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scores. The predictive ability is assessed using 10-fold cross-validation.
Thearticleisstructured asfollows. In Section 2 we describe the dataused for
the analysis. In Section 3 we show the results of predicting student performance
using logistic regression, whereas in Section 4 we tackle the same task using
random forest. In Section 5 we summarize the results and draw some conclusions.

2. DATA DESCRIPTION

The original data set is a merge of the administrative career archive and the test
archive. We have 978 observations and 56 variables. We delete 19 observations
because they are students with adiploma obtained abroad. Further, 2 observations
were deleted because the high school degree was unknown. The variablesinclude
information about single exams, but we will only use summary measures over the
academicyear. Thegoal isto evaluatethe addition of test information on predicting
the student performance, besides student’s background characteristics. We delete

88 students exempted from the test because they were changing their degree

programand al ready passed atest or acquired at least 18 credits. Therefore, welimit

the analysis to 869 students who took the test and enrolled at the School of

Economics and Management in the 2014/2015 academic year?.

Thetotal test score in the dataset ranges from -2.25 to 24, with first quartile
10.75, median 13.25 and third quartile 16. The mean and standard deviation are
13.35 and 3.76, respectively. On the basis of previousfindings (Grilli et al. 2016),
we do not use the total score, but the partial scoresin the three sections of the test
(Logic, Reading and Mathematics). A few students (5.18%) obtained atotal score
lessthan 8, sothey can still enrol, but they haveto recover the gap by studying some
material provided by the university. We could pick up those cases through an
indicator, but thisindicator turns out to be negligiblein predicting the outcome, so
itisnot used in the analyses presented later on.

Asin Grilli et al. (2016), we divide the predictors into two groups:

— Student characteristics (measured before the test): Gender (1 if is male),
Residence (1if the student isresident in Florence, Arezzo, Pisa, Pistoia, Prato),
High School irregular career (1 if age at high school diploma> 19), High school
type (Scientific, Classics, Technica, Other), High school grade (from 60 to 100).

— Test scores: partial scores on Logic, Reading and Mathematics.

2 https://www.economia.unifi.it/upl oad/sub/test-autoval utazi one/bando-test-autoval utazione-
2014-15.pdf
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We evaluate the prediction ability of student characteristicsand test scoreson
the performance during thefirst year. Asanticipated in theintroduction, we choose
to measure student performance by three binary outcomes corresponding to well
defined targets for the university management: students obtaining at least one
credit, at least 20 credits and at least 40 credits. Given that the first year of the
considered degree programs include 6 exams of 9 credits each, we the binary
outcomes are defined asin Table 1.

Tab. 1: Definition of the binary outcomesrepresenting student performance

Symbol Exams Credits
Y, 21 >0
Y, 23 220
Ys 25 240

The number of passed exams after oneyear (with frequenciesin parenthesis)
are0(283), 1 (158), 2 (112), 3 (114), 4 (83), 5(69), 6 (50). The mean is 1.96 and
thestandard deviationis1.91. Itisworthto notethe high number of studentspassing
no exam, which is a common problem in the Italian university system.

Table 2 shows how student characteristics are related to test scores and
outcomes. The high school grade, which isthe only numerical variable, isdivided
into quartiles. Therel ationshipshavetheexpected signs, for exampl etest scoresand
outcomes are better for studentswho attended alyceum (classics or scientific) and
who obtained ahigher grade. In order tointerpret the differencesin test scores, note
that they are expressed in pointsand the standard deviationsare 1.99for logic, 1.42
for reading and 1.91 for mathematics.

The percentages of the outcomes show substantial variation acrossthelevels
of student characteristics. Therefore, student characteristics can be exploited to
predict student performance. However, most universities do not trust student
characteristics. In particular, the high school grade is considered to be unreliable
due to the heterogeneity of the criteria for assigning grades, and the mismatch
between the competencies eval uated at high school and those required for agiven
degree program. Nonetheless, Grilli et al. (2015) and Grilli et al. (2016) show that
the self-evaluation test of the School of Economics and Management of the
University of Florence does not help much in improving the prediction of the
performance. In order to investigate thisissue, here we devise a systematic study
of the gain in prediction yielded by the self-evalutaion test over the student
characteristics, considering several binary outcomes and using two well known
prediction methods, namely logistic regression and random forest.
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Tab. 2: Test scoresand binary outcomes of performance by student characteristics. School
of Economics and Management, University of Florence. Accademic year 2014/2015.

Test scores Outcomes

freg. total logic reading math %Y,=1 %Y;=1 %Y=1
All students 869 1335 498 4.63 3.74 67.4 36.4 137
Gender
Female 363 1244  4.48 4.47 3.49 69.1 35.8 11.8
Mae 506 1400 534 475 391 66.2 36.8 15.0
Far-away resident
Yes 145 12.57 4.66 4.67 3.27 60.4 26.4 9.0
No 724 1351 5.05 4.62 3.83 68.8 38.3 14.6
High School type
Scientific 297 14.78 527 4.88 4.64 75.4 45.1 212
Classics 67 1360 5.26 4.85 3.49 80.6 448 16.4
Technical 327 12.64 4.89 453 3.23 63.6 321 9.7
Other 178 1216 457 4.32 3.27 56.2 26.4 7.3
High School late
graduation
Yes 108 12.25 4.72 454 3.00 45.3 14.8 4.6
No 761 1351 5.02 4.64 3.84 70.6 39.4 15.0
High School grade
1st quartile 268 12.28 454 4.29 3.44 489 16.0 2.6
2nd quartile 180 1293 473 4.66 353 64.4 26.1 7.8
3rd quartile 208 1373 523 4.63 3.86 76.9 438 17.3
4th quartile 213 14.69 551 5.02 415 84.0 63.4 29.1

3. LOGISTIC REGRESSION

We use logistic regression to predict student performance measured by the three
binary outcomesY,, Y, Y definedinTable 1. Firstweuseonly student characteristics
(measured beforethetest), then we add the sel f-eval uation test scoresand assessthe
gain in prediction. For any binary outcome, we denote with p, the success
probability of student i and with x;; the predictor j of student i. Logistic regression
(Agresti 2015) is defined by

__eo(3 1A%
T = 1+ exp(z f:lﬁjxij) (@)

We fit logistic regression with the gl mcommand of the software R using
default settings(maximumlikelihood throughiteratively rewei ghted | east squares).
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3.1 MODEL FITTING

Wework ontheentire dataset with 869 studentswho did the self-eval uationtest and
enrolled in the academic year 2014/2015. We fit models separately on the three
binary outcomes Y;, Y,, Y, defined in Table 1. We fit two models for each binary
outcome: the first model includes only student characteristics, while the second
model also includetest scores. The estimated coefficients are displayed in Table 3,
aong with asterisks to denote statistically significant predictors. There are no
interactions among the predictors as they are not statistically significant.

Tab. 3: Logistic regression: output for each of the three binary outcomes defined in Table 1.
First model with student characteristics, second model with student characteristics
and test scores. School of Economicsand Management, University of Florence.
Accademic year 2014/2015.

Y; Ys Yg
Sudent characteristics
Intercept 4,12 **.4.38 772 **-8.54 B **.11.87
Male 0.06 0.01 *0.39 0.21 *0.67 0.50
Far-away residence **-0.60 *-0.54 *.0.85 **-0.73 *-0.77 -0.58
High School (HS) type
scientific (baseline) - - - - -
classics 0.24 0.35 -0.10 0.08 -0.53 -0.24
technical -0.80 *-0.66 **-0.98 *-0.64 *-1.49 105
other **.1.09 .0.97 .1.19 *.0.87 ***.1.66 -1.20
HS late graduation *-0.65 *-0.62 *.1.01 *-0.95 -0.76 -0.63
HS grade *0.07 *0.07 **0.10 **0.09 "0.11 *0.10
Test scores
Logic -0.00 *0.11 0.05
Reading 0.03 0.04 0.02
Mathematics *0.10 **0.18 *0.27

*p-value<0.05; "*p-value<0.01; " p-value<0.001

Asfor student characteristics, in all six models the high school grade has a
positive and significant effect, and students from technical and other high schools
perform significantly worse than those from scientific high schools. The other
predictorsarenot alwayssignificant, but their estimated coefficientshavethe same
signinall six models: the performanceis higher for males and lower for students
with far-away residence and for students with an irregular high school career.
Among the scores of self-evaluation test, the Mathematics score always has a
positive and statistically significant effect, whereas the Logic scoreis significant
only for Y; and the Reading score is never significant. It is worth to note that the
high school grade has an effect much larger than the test scores: for example, on
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thelogit scalefor Y,, anincrease of onestandard deviation of the high school grade
amounts to adding 0.07x11.25=0.788, whereas an increase of one standard
deviation of the mathematics score (the one with the largest coefficient) amounts
to adding 0.10x1.91=0.191.

3.2 PREDICTION ERRORS

In order to evaluate the prediction ability, we cross-classify the binary responsey
with the binary prediction §. There are four possible outcomes:

True Positive (TP) if y=1isclassified as y=1

False Negative (FN) if y=1 is classified as y=0
True Negative (TN) if y=0 is classified as y=0
False Positive (FP) if y=0 is classified as y=1

The true positive rate (or sensitivity) of a classifier is the proportion of
correctly classified positivesover total positivesP( y=1|y=1); ontheother hand, the
false positive rate (or 1-specificity) is the proportion of incorrectly classified
negatives over the total negatives P(y=1| y=0). The overall prediction error is:

PE — FN + FP (2)

TP+FN+TN+FP

The prediction of theoutcomey;, isrequiresacut-off iy sothat § = 1if 77 >,

and y = 0 otherwise. We use the standard cut-off equal to 0.5. The cut-off can be
changed to control FN and FP ratesif one of the two ratesis too large.

We assessthe predictiveability of the classification method by estimating the
overall prediction error (2) through 10-fold cross-validation (Hastie et al., 2009).
The folds are determined separately for each outcome (Y, Y;, Y;) as follows: (i)
observationsare divided in two strataaccording to the outcome (0 or 1); (ii) within
each stratum, observations are randomly assigned to the folds. This procedure
ensuresthat all folds approximately have the same proportionsof 0'sand 1's. The
obtained folds are used for al the methods.

Table4 displaystheaveragepredictionerror from 10-fold cross-validationfor
logistic regression, separately for each binary outcome and type of predictors
(student characteristics with or without test scores).

For bothtypesof predictors, the highest prediction error concerns', (passing
at least 1 exam). Therefore, the most difficult task isto predict which students will
fail. The self-evaluation test scoresdo not hel p to reducethe prediction error, which
even increase by more than 3 pointsin the critical task of predicting Y;. Itisalso
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Tab. 4: Average prediction errorsfrom 10-fold cross-validation for logistic regression
exploiting student characteristicswith or without test scores. Overall error (false
positive and false negative errorsin parenthesis, respectively). School of Economics
and Management, University of Florence, academic year 2014/2015.

Type of predictors Y, Y, Y

Student characteristics 0.284 0.251 0.138
(0.077, 0.207) (0.170, 0.081) (0.114, 0.024)

Student characteristics 0.321 0.261 0.125

& test scores (0.174, 0.147) (0.216, 0.044) (0.102, 0.023)

worrying that the test scores dramatically push up the false positive error (i.e.,
predicting that a student passes at least 1 exam while she actually does not).

L ogi sticregressionusual ly hasaprediction performancewhichissatisfactory,
but not as good as methods specifically designed for prediction. It is therefore
worthwhileto run the prediction task on our datausing acutting edge method such
asrandom forest.

4. RANDOM FOREST

Random forest (Breiman, 2001) is a prediction method based on trees (classifica
tion trees if the outcome is categorical or regression trees if the outcome is
quantitative). We give ashort outline of themethod, referring to Hastieet al. (2009)
and James et al. (2013) for further details.

A treeis a data-driven recursive partitioning of the space of the predictors.
Trees are very flexible since no functional form is assumed, however their
prediction performanceisgenerally not good sincethey are quite sensitiveto small
changesin thetraining set. In other words, trees have low bias and high variance.
Moreover, trees do not fully exploit the predictors as thefit is largely determined
by asmall set of strong predictors. A random forest is made of a set of treesgrown
on different versions of the data (thanks to bootstrap) using different predictors at
each split of any tree (since arandom subset of predictorsis selected at each split).
Averaging over the trees reduces the variance and generally yields accurate
predictions.

The random forest algorithm can be summarised as follows.

1. Consider atraining dataset where X isthe nxp matrix of the predictorsandyis
thenx1 vector of theoutcome. Fix the number of bootstrap samples(equal tothe
number of trees) B and the number of predictorsto be used at each splitm< p.

2. For b=1,2,...,B, do the following.
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a. Create abootstrap version of the training data by randomly sampling the n
rows with replacement n times.

b. Grow amaximal-depth tree using the bootstrap version of the training data,
sampling m of the p predictors at random prior to making each split.

c. Savethetree, aswell asthe bootstrap sampling frequencies for each of the
training observations.

3. Atany pointx,computetheprediction y, (x,) usingtheb-thtreeforb=1,2,...,B,
then compute the random forest prediction as the average:

In aclassification setting, the b-th tree assigns the point of interest X, to one
of the outcome categories, say the c-th category: itissaid that the b-th tree votesfor
the c-th category. Averaging across the trees yields the fraction of votes for any
category. Thestandardway to summarisethevotesof thetreesisthesimplemajority
rule, sothat therandom forest assignsx, to the category which received most votes.

Any observation is expected to be out of afraction e'=0.370f the bootstrap
samples, thusitisnot usedinabout 37% of thetrees. Thisproperty isexploitedtoobtain
the Out-Of-Bag (OOB) error: (1) for each observation i=1,...,n compute the OOB
prediction, namely the average prediction acrossthe bootstrap sampleswherei was
not present, then compute the OOB error by contrasting the outcome y, with the
OOB prediction; (2) computetheoverall OOB error by averaging acrossobservations.
The OOB error isapeculiar by-product of arandom forest which is equivalent to
leave-one-out cross-validation as long as the number of bootstrap samples B is
large. The OOB error isused for tuning the parameters B (number of trees) and m
(number of predictorstobeused at each split): B should belargeenough sothat the OOB
error stabilises, whereas m should be chosen to minimise the OOB error.

41 IMPLEMENTATION

We apply random forest to predict the performance of the 869 studentswho did the
self-evaluation test and enrolled in the 2014/2015 academic year to the School of
Economics and Management of the University of Florence. We replicate the
analysis carried out in the previous section for logistic regression.

Weimplement random forest using ther andontfor est package of R. We adopt
the default value for the number of trees(nt r ee), namely B=500, which turnsout
tobelargely sufficient onthebasisof theplot of the OOB error. Moreover, weadopt
the default criterion for choosing the number of predictors randomly selected at
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each split of thetree (nt r y), namely m=vp where pisthe number of predictors. In
our application, the predictorsare p=5 (when using only student characteristics) or
p=8 (when adding test scores): in both cases, the criterion suggests to randomly
select m=2 predictors at each split. Trying with different values of mreveals that
m=2 isoptimal, or nearly optimal, in terms of OOB error in all the configurations
of our application.

4.2 IMPORTANCE OF THE PREDICTORS

A useful tool accompanying arandom forest isthe variableimportance plot, where
the predictorsareranked according to their predictive power measured asthe mean
decreasein accuracy computed from permuting OOB data(e.g. Hastieet al., 2009).
In this way, categorical and numerical predictors are on the same scale and thus
comparable.

Figure 1 shows the variable importance plots for random forest using both
student characteristicsand test scores, separately for each binary outcome. Thehigh
school gradeisby far the most important predictor. The other high school features

HS grade
HS type sss—
Mathematics score —————
Y1 HS late graduation
Logic score
Reading score @
Male |
Far-away residence |

HS (1 e |
Mathematics score N——

HS ’[ype (s —— = I
Y3 HS late graduation
Reading score I
Far-away residence M
Male s

HS grade =
HS type
Mathematics score SRS
Y5 Male
Logic score s
Reading score =

HS late graduation i
Far-away residence ¥

0 10 20 30 40 50
Mean Decrease Accuracy

Fig. 1: Variableimportance plots for random forests using student characteristics and test
scor es. School of Economics and Management, Univer sity of Florence, academic
year 2014/2015.
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arerelevant, though in adifferent order: for example, late graduation isimportant
topredict Y, (taking at least 1 exam), but not to predict Y (taking at |least 5 exams).
For al binary outcomes, the test scores have the same order of importance:
mathematics, logic, reading. The math scoreisthe most important, likely because
those competencies are key for the exam of mathematics, but also for other exams
such as microeconomics and statistics. Test scores are more helpful to predict Y,
than the other outcomes. However, in order to assess whether test scores actually
improve prediction, we haveto removethem fromthe set of predictorsand compare
the prediction errors.

4.3 PREDICTION ABILITY

To ensure comparability, we assessthe prediction ability of random forest through
across-validationonthesame 10foldsusedfor logisticregression. Table5displays
the average prediction error, separately for each binary outcome and type of
predictors(student characteristicswith or without test scores). Thecross-validation
errors are close to the OOB errors available after running the random forest
procedure (for example, for thebottom | eft part of Table5the OOB errorsare0.308,
0.261, 0.124).

Tab. 5: Average prediction errorsfrom 10-fold cross-validation for random for est
exploiting student characteristicswith or without test scores. Overall error (false
positive and false negative errorsin parenthesis, respectively). School of Economics
and Management, University of Florence, academic year 2014/2015

Type of predictors Y, Y, Ye
Student 0.296 0.251 0.138
characteristics (0.070, 0.226) (0.183, 0.068) (0.123, 0.015)
Student characteristics 0.306 0.247 0.125

& test scores (0.088, 0.219) (0.170, 0.077) (0.114, 0.011)

Theresultsof randomforest aresimilar tothoseof logisticregression. Insome
configurations random forest is more accurate, in other configurationsthe reverse
istrue. Likefor logistic regression, itismoredifficult to predict Y, (passing at least
1 exam) than Y (passing at least 5 exams). It isworth to note that the fal se positive
errorissmaller thanthefal senegativeerrorinpredicting Y, , whilethereverseistrue
for the other two outcomes. It isconfirmed that self-eval uation test scoresgivelittle
additional predictive power: they slightly reduce the overall error in predicting Y,
and Y; and, unfortunately, they increase the overal error in the critical task of
predicting Y, (even if, contrary to logistic regression, the false positive error does
not increase much).
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5. CONCLUDING REMARKS

Our study considered the self-evaluation test of the School of Economics and
Management of the University of Florence, academicyear 2014/2015. Theaimwas
toassessthecontributiongiven by thetest scores, inadditionto student characteristics,
to the prediction of student performance at the end of thefirst year. We measured
student performance using the binary outcomes defined in Table 1: obtaining at
least 1 credit (i.e., passing at |east 1 exam), obtaining at | east 20 credits(i.e., passing
at least 3 exams), obtaining at least 40 credits (i.e., passing at least 5 exams). We
exploited two prediction methods, namely logistic regression and random forest,
and assessed their predictive ability through 10-fold cross-validation.

The implementation of logistic regression was straightforward as it is a
consolidated and relatively simple method. Random forest is more complex,
requiring critical choices such asthe number of predictorsto be used at each split
of thetree.

The prediction ability of random forest turned out to be similar to logistic
regression. Therefore, we argue that logistic regression is preferable asit simpler
as for implementation and interpretation. A benefit of random forest is the
associated variable importance plot, which allowed to compare both categorical
and numerical predictorsintermsof predictivepower, revealing that the high school
grade is by far the most important predictor. Both logistic regression and random
forest couldberefined, for examplewecould explorenon-linearitiesandinteractions
in logistic regression. However, we do not pursue technical developments since
they areunlikely to contributeto theissueof assessing therol e of the self-evaluation
scores in predicting student outcomes.

We analyse binary outcomes defined by applying thresholdsto the number of
gained credits, corresponding to the number of passed exams. this choice is
motivated by their role as targets for the university management. Alternative
approaches are possible, for example: (i) analysing the number of exams as a
numerica outcome, which is not recommended since zero exams is a value of
special interest which deserves afocussed prediction; (ii) analysing the number of
exams as a categorical outcome with 7 levels (from O to 6 exams). The latter
approach ismethodol ogically adequate, but it complicatestheimplementation and
the interpretation of the findings, without substantial insights for the university
management.

From asubstantive point of view, there are two main findings. First, the self-
evaluation test scores did not help in predicting student performance once student
characteristics were properly exploited. This pattern was detected for all binary
outcomes in most scenarios, so we can argue that the information provided by the
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pre-enrolment test islargely redundant. Clearly, the generalizability of thisfinding
should beinvestigated with studies on other cohorts of students, degree programs,
universities, and different kinds the test. Anyway, this finding does not mean that
the pre-enrolment test is useless since there are other motivations beyond the
predictive ability, such as giving the potential students an instrument for self-
evaluationto orient their choices, and providing theuniversity management with an
‘objective’ screening tool that avoids decisions explicitly based on student
characteristics (which may be controversial).

The second main finding is that the three binary outcomes are not equally
challenging in terms of prediction: in fact, it israther more difficult to predict if a
student will obtain at least one credit than to predict if a student will obtain more
than 40 credits. This is bad news for the university management, which is
comprehensibly worried about reducing the drop-out rate. A possible explanation
isthat acomplete failureto get credits may be due to factors unrelated to the high
school career or the self-eval uati on test scores, such asthemotivation of the student
and accidental events like health problems or straits.

In conclusion, werecommend arevision of the self-evaluation test in order to
effectively increasetheinformation provided by thehigh school career. Inparticul ar,
wearguethat thetest shouldinclude asectionto eval uate some psychological traits
of the candidate, such as the willingness to work hard and the motivation to
undertake the degree program under consideration.
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