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Abstract. In 2012, Blasius and Thiessen devel oped the dirty data index (DDI) as an index
for measuring the quality of survey data. The DDI is based on the quantifications from
categorical principal component analysis which works on item batteries of ordered
categorical data such asfive-point Likert-scaled items. Thisisan ongoing work wherewe
further developtheindexfor applicationininternational comparison. Asanexampleweuse
datafromthelnternational Social Survey Programme 2012, Family and Changing Gender
Roles, including 36 countries with a total of more than 56,000 cases.
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1. INTRODUCTION

When treating data, the basic assumption isthat the data were carefully collected
and that one can trust the numbers. Beit in the natural sciences, in economics, in
medicine or in the socia sciences - any computation and any result islikely to be
wrong if thedataquality islow. In experimental settings, asthey arecommoninthe
natural sciences, psychology, and medicine, data have to be collected at alevel of
technical and methodological standard as high as possible to provide “proper
solutions”. Inthesocial sciences, researchersusually work with survey data, akind
of datathat isimportant for any society, for example, asthe basisfor political and
economic decisions. Asitistruefor datafromthe natural sciences, psychology and
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medicine, survey data also have to be on as high as possible standards. However,
these dataare often far away from standardsthat are acceptablefor any analysis; in
many cases they are not collected in an appropriate manner. For example, the
guestionnaires may not be well formulated (Saris and Gallhofer, 2014) or the
respondents did not take care when responding to the questions (Krosnick, 1991,
1999). Sometimes, survey data even comprise fabricated data either from the
interviewers (Crespi, 1945, Blasius and Thiessen, 2012, 2013, Thiessen and
Blasius, 2016) or from employees of the field agencies who collected the data
(Blasius and Thiessen, 2012, 2015, Thiessen and Blasius, 2016). If the data are
inappropriately collected or evenfabricated, thequality of thedataiscompromised.
Hence, these data should not be used for any analyses from which substantive
solutions are drawn.

All survey data consist of a mixture of substantive and non-substantive
variations (Blasius and Thiessen, 2012). Thereby, the substantive variation is the
part researchers are interested in for explaining phenomenain the society. Non-
substantive variations come from numerous sources such as socially desirable
responding, response styles, failure to understand questions, and from fabricated
interviews.

There is a large discussion on the reasons for poor data quality, especially
connected with theterm “ satisficing” , which wasfirst introduced by Simon (1957)
to situationswhere humansdo not strivefor an optimization of outcomes. Krosnick
(1991, 1999) recognized that the survey setting typically induces satisficing that
can take place at different stages through data collection and simply means less
careful fulfillment of answering the survey questions. Blasiusand Thiessen (2012)
introduced the term of ‘simplification’, since it includes all strategies and al
sourcesaimed at reducing theeffortsin answering the questions; simplification can
also be done by interviewers when fabricating (parts of) their interviews (Crespi,
1945, Blasius and Thiessen, 2012, 2013) and employees of field agencies, for
example, via copy-and-paste procedures (Blasius and Thiessen, 2012, 2015).

Asdiscussed by Blasiusand Thiessen (2012), even the most well-known and
most frequently used survey data, for example, the International Social Survey
Programme (1 SSP), theWorld Value Survey, and PI SA contain at | east partsof poor
quality. It follows that any subsequent analyses will be of equally poor quality
unless steps are taken to detect, isolate, and take account of the artefactua
variations. Inthispaper, weintroduce amethod for thedetection of low quality data
that is based on response styles, misunderstanding of questions because of poor
item construction, heterogeneous understanding of questionsarising from cultural
differences, or faked or partly faked interviews. In the following, we restrict our
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attention to the underlying structure of responses to a set of statements on a
particular topic and to ordered categorical data as given by Likert-scaled items.
Whatever are the reasons for low data quality, in this paper we further develop the
dirty dataindex (DDI) for measuring thequality of data. Asan example, weusedata
from the ISSP 2012, Family and Changing Gender Roles.

2. DATA QUALITY AND ORDERED CATEGORICAL DATA

Ordered categorical data such as five-point-items are often treated as metric,
suggesting that there are equal distances between the categories. Considering an
item with five response categories running from “strongly agree” via “agree”,
“neither agree nor disagree”, “disagree” to “strongly disagree”, numbered with
equal distances from “1” to “5”; in contrast to the measurement level, the latent
distances between the categories differ, the distance from “strongly agree” to
“neither agree nor disagree” is not twice as long as the distance to “agree” or the
distancebetween* agree” and* neither agreenor disagree” . Thelatent distanceswill
also change in case the categories are labelled somewhat differently, for example,
thesecond category islabelledwith* agreesomewhat” and/or thefirst category with
“agree’. Moreover, thedistances on the positive part of the scale might be different
from those on the negative part of the scale, even when the items are constructed
symmetrically. Furthermore, it depends on the exact wording of the questions.
Small changesin astatement such as adding/del eting/changing asingle word may
change the respondents’ answer from one category to the adjacent (or to afarther
one). Take the question “A job is al right, but what most women really want is a
home and children” as an example and changeit to “A jobisall right, but what all
women really want is a home and children” — one may “strongly agree” with the
term “most women” but not with “all women”. Both questions are very similar but
the margins of their categories are different and therefore the latent distances
between the categories are also different.

A further problem in the datais connected with the middl e category “ neither
agree nor disagree”. Depending on the difficulty of this question, this category is
also used as an alternative to “I don’t know” (Blasius and Thiessen, 2001). If
somebody is fully aware of the question’s topic, after thoughtful consideration of
all aspectsg’hemight cometotheconclusion*neither nor” isthetrueanswer. Others
might not have spent a single thought onto the topic of this question but prefer to
hide this fact, in this case the given response is “neither nor” instead of “I don't
know”. The answer of the question also depends on the cultural background, i.e.,
in the given context of how important family isin the country—and how strong the
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government supportsfamilies, e.g., viafinancia support, nursery schools, and job
offersfor womenwith (small) children. Finally, the answer to the question depends
on the social status of the respondents, for somebody coming from the working
classitisrarely aquestion“what most or all women really want”, the women have
to work for financial reasons.

To summarize, it depends on the context, on the wording, and on the cultural
background how to answer asinglequestion. Itisal soamatter of educationwhether
respondents understand the context of the question; alsoinwell-known surveyswe
found questionsthat werehardly understandabl efor respondentswithlow education
or low interest in the topic (Blasius and Thiessen, 2001, 2012).

3. SCALING ORDERED CATEGORICAL DATA

In survey research, many items contain animplicit order for adjacent categories of
survey items, such asthose with a Likert response format, which one may wish to
impose on the data. In such situations one expectsthat a“ strongly agree” response
implies greater agreement with agiven statement than an “agree” response, which
in turn should reflect a stronger agreement than a“ neither agree nor disagree” and
so on. The lowest agreement or the highest disagreement should be indicated by
“strongly disagree” responses. In contrast to scaling techniques such as multiple
correspondence analysis, categorical principal component analysis (CatPCA)
permitsthe assumed order of the successive categoriesto betested, and in contrast
to scaling techniques such as principal component analysis (PCA) and factor
analysis, it does not require equal distances between successive categories.

InCatPCA, thecategoriesof theoriginal itemsarereplaced by optimal scores,
the quantification values(cf. Gifi, 1990). The optimal scoring processallowsorder
constraintsto beimposed so that ordered categorical variablesincrease, or at least
do not decrease, with increasing category codes. Responses that are inconsistent
with the implied ordering, manifest themselves in tied optimal scores for two or
more successive categories.

In contrast to PCA, the number of dimensions (m*) to be considered in the
solution must be specified in advance, and the solutions for m* and m* + 1
dimensions are not nested. Once the optimal scores have been calculated, they
replace the category codes and the remainder of the analysis can be regarded as
(classical) PCA. Inshort, CatPCA isanappropriatetechniquetodisplay rel ationships
between cases associated with a set of ordered categorical variables.

Like PCA, CatPCA produces eigenvalues and explained variances, factor
loadings, and factor scores with mean zero and unit standard deviation. To
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summarize, CatPCA can be regarded as PCA applied to ordered categorical data.
For both methods, the aim is to approximate the elements of the matrix Z by the
product of the factor scores times the factor loadings within the m*-dimensional
space, Z = FA. Thedegreeof approximation can bemeasured by aleast-squares|oss
function (cf. Gifi, 1990, de Leeuw, 2014):

PCA iscommonly understood asalinear technique, since observed variables
are approximated by linear combinations of principal components. However, it is
possibleto understand PCA as abilinear technique, since the elements of the data
matrix Z are approximated by inner products that are bilinear functions of factor
scores F and factor loadings A.

CatPCA can be seen as nonlinear transformations of the variables that still
preserve the (bi)linearity of the technique. It follows that loss is not merely
minimized over the factor scores and factor loadings, but also over the admissible
transformations of the columns of Z (for further details of the method, see Gifi,
1990, de Leeuw, 2006).

4. DATA

Cross-national research is one of the most prominent topicsin the social sciences.
Sincethe 1970s, different survey programs have been designed explicitly for cross-
national comparisons; the most renowned ones include the World Values Surveys,
The European Social Surveys, the Program for International Student Assessment
(PISA), and the International Social Survey Program (ISSP). The ISSP dataalone
which are reputed to maintain high standards (Scheuch, 2000), have been used in
several thousand research papers, which are listed on 328 pagesin nine-point font
(see http://issp.org/fileadmin/user_upload/Bibliography/2017 ISSP_Bibliography.
pdf; access of December 18, 2017). In general, the | SSP can be seen as one of the
best international surveys. Currently, 45 countries from all continents participate
(whilenot every country participatesevery year) with samplesizesexceeding 1,000
interviews in each country in each year.

We usethe 2012 datafocusing on“ Family and Changing Gender Roles’ with
36 countries participating (excluding Spain, because they use afour-point instead
of afive-point scale). For our analyses, we use seven variables with five response
categories(from“strongly agree” to“ strongly disagree”’) measuring thedisposition
to working mothers (for the wording of the variables, see Table 1). To show parts
of the data, we provide the distributions for the seven variables and for three
countries: Australia, The Philippines, and the USA, excluding all caseswith one or
more missing responses (Table 1), which reducesthe datasetsfrom 1.612 to 1.432
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(Australia), from 1.200t0 1.177 (ThePhilippines), and from 1.302t0 1.137 (USA).
The proportion of missing valuesis often used as an indicator of the data quality
(Biemer and Lyberg, 2003, West and Blom, 2016); according to this criterion The
Philippines should have the best data. Without discussing details of thetable, it is
evident that the answer structures differ strongly by country. Please note that The
Philippines have very high numbers on “strongly agree” in all questions, and that
some questions may have no straightforward answers, for example, “Both theman
and the woman should contribute to the household income” —if one replaces the
word “should” by “haveto” the meaning isvery different. For some countries, this
is probably the more appropriate formulation since for many respondentsit is not
aquestion of “should”, but the women have to work.

Table 1: Distribution of disposition to working mothersitemsfor three selected countries:
Australia (AU): N = 1,432; The Philippines (PH): N =1,177; USA: N = 1,137 (listwise
deletion)

Item C SA AS NN DS SD G

A working mother can establishjustas AU 230 453 110 172 36
warm and secure arelationship with her  PH 378 342 130 125 25 244.3
children asamother who doesnot work. USA 274 445 226 55 0.0

A pre-school childislikely to suffer if AU 50 258 186 367 139
his or her mother works. PH 297 354 133 18.4 32 10970
USA 6.7 267 507 158 0.0

All in all, family life suffers when the AU 6.7 28.9 175 305 16.4
woman has a full-time job. PH 214 275 184 267 6.0 320.2
USA 55 227 120 394 204

A jobisall right, but what most women AU 57 214 256 317 156
really want is a home and children. PH 292 376 155 131 45 605.0
USA 62 290 245 305 9.8

Being a housewife isjust asfulfilling AU 126 370 265 184 54
asworking for pay. PH 274 450 161 8.9 2.6 205.1
USA 143 434 17.9 19.6 4.7

Both the man and the woman should AU 14.2 384 318 137 2.0

contribute to the household income. PH 623 295 4.9 25 0.8 924.5
USA 193 459 243 9.1 14

A man’sjob isto earn money; a AU 29 131 198 380 262

woman's job isto look after the home PH 487 315 76 101 20 15769

and the family. USA 47 176 174 428 174

SA=Strongly agree, AS=Agreesomewhat, NN=Neither agreenor disagree, DS=Disagree somewhat,
SD=Strongly disagree

For assessing the quality of the responses, we first scale the items using
CatPCA and study the quantifications. Asdescribed by Blasiusand Gower (2005),
the more similar the distances between categories on the latent scal e, the better the
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related categories differ in the questions — otherwise, the more dissimilar the
distancesbetween categoriesonthelatent scal e, theworsethe successive categories
can bedistinguished. In the extreme case we observeties on thelatent scale, which
means that there is no differentiation between the respective categories. As Table
2 shows, Australiahas no ties at all, in the USA in thefifth question, the last three
categories aretied and in the sixth questions even the last four categories aretied.
Thequantificationsfor The Philippinesshow the samepatternfor all questionswith
the last four categories being tied. In other words, The Philippines either strongly
agreed with the statement or they choseany other of thefour response options. This
isaclear indicator for low data quality which we found also for other datafor the
Philippines (for example, Blasius and Thiessen, 2006, 2009).

Table 2: CatPCA quantifications by selected countries, two-dimensional-solution
Item C SA AS NN DS SD Ties

A working mother can establishjustas AU -1.367 -0201 0.825 1460 1768 None
warm and secure arelationshipwithher  PH  -1.283 0780 0.780 0.780 0.780 0.454

children as a mother who does not work. USA  -1.364 0.014 1242 1.606 — None
A pre-school child islikely to suffer if AU -1474 -1146 -0.344 0509 1771 None
his or her mother works. PH  -1.537 0.651 0651 0651 0651 0.596

USA -1493 -1.157 0278 1.694 — None
All inall, family life suffers when the AU -1.427 -1.014 -0222 0473 1727 None
woman has a full-time job. PH -1916 0522 0522 0522 0522 0.898

USA -1490 -1.243 -0470 0280 1519 None

A jobisal right, but what most women AU  -1555 -1.042 -0468 0485 1789 None
realy want isahome and children. PH -1556 0643 0643 0643 0643 0.552
USA -3105 -0.690 0.324 0.753 0.843 None

Being ahousewifeisjust as fulfilling AU -1397 -0646 0312 1035 2.643 None
asworking for pay. PH -1630 0614 0614 0614 0614 0418
USA -2422 0259 0555 0555 0.555 0468

Both the man and the woman should AU -1819 -0.391 0505 1570 1664 None

contribute to the household income. PH -0778 1285 1285 1285 1285 0.124

USA -2.047 0488 0483 0488 0488 0.291
A man’sjob isto earn money; a AU -1791 -1499 -0.743 0.089 1382 None
woman’'sjob isto look after the home PH -1.027 0974 0974 0974 0974 0.340
and the family. USA -2844 -1.221 -0316 0464 1184 None

In afirst attempt to measure the quality of survey data, Blasius and Thiessen
(2009) counted the number of respondents involved in tied data and showed that
they can be used as arough indicator for data quality. If two categories weretied,
they took the smaller number of respondents included in the tied data, if three
categoriesweretied, they multiplied thelower number of respondentswhich were
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tied by two and added them to the number of respondentsaready consideredinthe
bridging category, in case four categories were tied, they multiplied the minimum
number of respondentsby three and went on asdescribed for the casewiththreetied
categories. Table 2 also showstheresultsof thisprocedure, for abetter comparison
between the countrieswe standardized resulting val ues by the number of cases. To
giveacomputation example, we used the second item from The Philippines: A pre-
school childislikely to suffer if hisor her mother works (cf. Table 1; given arethe
percentages, for the following cal culation we need the frequencies). The numbers
of respondentsfor thefour tied categoriesare 416 (agree; .354 x 1.177 = 416), 156
(neither nor), 216 (disagree), and 38 (strongly disagree). From the two categories
with the largest distance on the original data (agree and strongly disagree), the
category “strongly disagree” hasthe smaller number of cases, it will be multiplied
by “3", the subsequent category by “2” andthelast oneby “1". It follows: Nof ties,
second item The Philippines = (3 x 38 + 2 x 216 + 156) = 702, divided by the
number of cases, e.g. 702/ 1177 = 0.596. It is evident that the moretiesarein the
data and the more cases are involved, the higher the value becomes. The highest
valueinthetableis0.898; it belongsto The Philippines and to the question “All in
all, family life suffers when the woman has a full-time job”. The answers to this
guestion seem to be arbitrary for alarge number of respondents. But indeed, the
questionisnot well formulated, for many respondentsfrom familieswith full-time
working women it might be just amatter of fact that “family life suffers when the
woman hasafull-timejob”, they may not seetheintention of theresearcherswhen
formulating this question. A strong limitation of this measure is that it just
subdivides between ties and non-ties — the latent distances between the categories
are not considered. Thiswill be done in the next step by introducing the DDI.

5. AN IDEA FOR MEASURING THE QUALITY OF ORDERED
CATEGORICAL DATA

CatPCA quantification values are standardized to mean of zero and standard
deviation of one (Gifi, 1990). The smaller the differences between PCA and
CatPCA solutions, the closer is the distribution of the quantification valuesto the
standard normal distribution and the higher isthe dataquality (Blasiusand Gower,
2005). Based on the features of CatPCA, Blasius and Thiessen (2012) created an
index tomeasurethequality of survey data. Theindex usesthequantificationvalues
of CatPCA to compute the respective probability area from the standard normal
distribution and to comparethis probability area subsequently with the probability
area obtained from the frequencies. If, for example, thereisatotal of 1,000 cases
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with 100 belonging to the first category, the left hand area of the standard normal
distribution would contain 10% of the caseswith acorresponding z-value of -1.28.
The midpoint would contain 2.5% of the area with a respective z-value of -1.96.
Moving from a z-value to the proportion of cases, az-value of -1.0 would require
15.87% of the casesto theleft and 84.13% casesto theright, whileaz-value of 0.0
would divide the number of cases exactly in the middie.

Comparing theprobability areasreceived fromthemarginal of eachitemwith
theprobahility areasone can computefromthe CatPCA quantifications, avaluecan
be computed for each item category showing how close the quantification valueis
to the expected value. Performing such calculations for all categories of an item,
counting them, and dividing them by the number of categories, one obtainsavalue
that indicatesthequality of theiteminthegiven set of questions. Thesecal culations
aredonefor al itemsintheitem battery, and themean of thesevaluesiscalled “dirty
dataindex” (DDI). Thelower bound of thisvalue—and also of thevalue of asingle
item—iszero, which isnot obtainablein survey research since ordered categorical
data do not have equal distances. From simulation studies, Blasius and Thiessen

k
(2012) calcul ated 1 with k=number of categories, asupper bound of thevalue.

However, values greater than one are very rarein survey data.
Theprocedureisvisualizedin Figure 1 whereweexemplified the cal culations
for the first question of the Family and Changing Gender Roles item battery from
thel SSP2012 datafor Australia: “A working mother can establish just aswarm and
secure arelationship with her children as a mother who does not work.” Thefirst
category (strongly agree) contains 329 cases (or 23.0%) of the 1,432 caseswithout
missing values on the entire item battery. The corresponding z-valueis -0.74 and
the 23.0 % area under the standard normal distribution is symbolized by the left-
most linewith small dashes. The z-valuefor the midpoint of thisarea(11.5%to the
left) isz=-1.20, symbolized by long dashes. The CatPCA quantification valuefor
the first category of the item is -1.37, shown as a solid line, and its respective
quantification areais0.0859 (cf. Table 3). Thedifference between theareafromthe
category midpoint and the areacomputed from the CatPCA quantification valueis
0.1149 — 0.0859 = 0.0290; this areais shaded in Figure 1. The second category
contains 45.3% of the cases, its midpoint is 23.0 + 45.3/2 = 45.7 with a z-va ue of
-0.20; therespective CatPCA quantification valueis-0.2008 (cf. Table 3). Thearea
between the midpoint from the original data and the quantification areais 0.0356
(also shaded); the values for the three other areas are given in Table 1 and
shadowed in Figure 1. After computing the areas for all five categories, the
differences between the areas from the normal distribution and from the
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Figure 1: First item (Australia): “ A working mother can establish just aswarm and
secure...”

quantificationsare summed up, resulting inthe DDI for thefirst item. Summing up
thevaluesfor al itemsand dividing the resulting value by the number of variables
givesthe DDI.

In the foll owing we explain the computational solution step by step (seealso
Blasiusand Thiessen, 2012: 135-136), in which N = number of cases, K = number
of items, with k = item index, J, = number of categoriesin eachitem, withj =item
category index, fjk: frequency of category j of itemk, M= mass(relativefrequency
of category j of itemKk), Cajk™ cumulativerelativefrequenciesof categoriesof item
K, Oy = quantification of category j of item k (provided by CatPCA). It yields:
relativefrequencies (masses) for each category: m =1,/ N, and cumulative masses:
Capp =M * Cajpy (11=1,Cgjy) =0). , , _

First step: Compute the midpoints of the item categories. Start with the
relative frequency (mass) of thefirst category and divideitsvalueby 2; g,=m, /2
(forj=1) - first midpoint of the relative frequencies. Add the mass of the first
category (m,) to half the mass of the second category (m,/ 2); 9, =9, + m,/ 2 -
second midpoint value. Add the masses of the first two masses plus half the mass
of the third category, ..., add the first (J, — 1) masses (C(L J_l)) plus half the mass
of the last category. Note: The number of midpoints is the same as the number
of categories (= J): Do: j = 1to J (for eachitemk); g, =g, + m/ 2 (withg, =
0).



The Dirty Data Index — Assessing the Quality of Qurvey Datain International Comparison 147

Second step: Compute the areas to the left of the quantification values (q]. D
on the basis of the standard normal distribution ®(k).

Third step: Compute the absol ute differences between midpoint (areas) and
quantification (areas) and add them.

Table 3: First item (Australia): A working mother can establish just aswarm and secure....

A) Freg. B) Quantif. C)Mass D) cum. E) Mpts F) Qtf.  G) Diff.

Cat. Mass Area

SA 329 -1.3665 0.2297 0.2297 0.1149 0.0859  0.0290
AS 648 -0.2008 0.4525 0.6823 0.4560 0.4204  0.0356
NN 158 0.8248 0.1103 0.7926 0.7374 0.7953  0.0578
DS 246 1.4604 0.1718 0.9644 0.8785 09279  0.0494
SD 51 1.7678 0.0356 1.0000 0.9822 0.9615  0.0207
Sum 1,432 1.0000 0.1926

With C(1) = A(1) / N =329/ 1,432 = 0.2297; D = cumulative values of C;
E(1) =D(1)/2=0.2297/ 2= 0.1149;
E(2) =D(1) + C(2) / 2=0.2297 + 0.4525/ 2 = 0.4560;

E(5) = D(4) + C(5) / 2= 0.9644 + 0.0356 / 2 = 0.9822
F(1) = d(B1) = d(-1.3665) = 0.0859
DDI(Q1_Austraia): 0.0290 + 0.0356 + 0.578 + 0.0494 + 0.0207 = 0.1926.

When correcting this value by the upper bound as suggested by Blasius and
Thiessen (2012) onereceives. DDI(Q1_Audtrdia, corrected): 0.1926* 4/ 5= 0.154.

In their smulation study, Blasius and Thiessen (2012: 136) showed that the
DDI (corrected by the upper bound) fluctuates between 0.5 and 0.7 when using
random data, depending on the given distribution (“normal”, “U-shaped”, ...).
They concluded that DDI values smaller than 0.3 indicate rel atively good dataand
values smaller than 0.15 indicate data of exceptiona quality. Vice versa, values
greater than 0.5 indicate alow data quality.

6. SOLUTIONS

Inthefollowing, we apply the DDI to the 36 countriestaking part in the ISSP 2012
using the seven items from the item battery of “Family and Changing Gender
Roles’. Table 4 shows the DDI solutions for all countries and all items without
correcting them by the upper bound. It can be stated for each item in each country
how well it has been understood by the respondents.
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Table 4: DDI by countries (family and changing gender data), single questions, uncor rected

values

Q1 Q2 Q3 Q4 Q5 Q6 Q7 DDI
Argentina 0.555 0.225 0.214 0.524 0.955 0.583 0.329 0.484
Australia 0.193 0.183 0.173 0.168 0.103 0.125 0.140 0.155
Austria 0.161 0.303 0.320 0.278 0.431 0.254 0.241 0.284
Bulgaria 0.488 0.615 0.713 0.425 0.514 0.180 0.290 0.460
Canada 0.274 0.085 0.153 0.158 0.435 0.241 0.120 0.209
Chile 0.694 0.219 0.265 0.413 0.855 0.929 0.603 0.568
China 0.969 0.790 0.859 0.329 0.643 0.793 0.505 0.698
Taiwan 0.334 0.326 0.169 0.603 0.993 0.990 0.126  0.505
Croatia 0.270 0.166 0.135 0.375 0.456 0.465 0.384 0.321
Czech Republic 0.181 0.210 0.151 0.099 0.234 0.260 0.225 0.194
Denmark 0.264 0.325 0.343 0.154 0.428 0.465 0.274 0.321
Finland 0.214 0.175 0.194 0.345 0.360 0.179 0.159 0.233
France 0.264 0.126 0.148 0.105 0.144 0.575 0.164 0.218
Germany 0.304 0.321 0.278 0.178 0.246 0.380 0.183 0.270
Iceland 0.271 0.381 0.396 0.454 1.046 0.891 0.374 0.545
India 0.831 0.823 0.891 0.500 0.681 0.875 0.553 0.736
Ireland 0.166 0.133 0.125 0.153 0.490 0.259 0.150 0.211
Israel 0.193 0.225 0.258 0.373 0.235 0.163 0.230 0.239
Japan 0.163 0.165 0.169 0.399 0.780 1.013 0.509 0.456
South Korea  0.758 0.363 0.200 0.624 0.651 0.860 0.660 0.588
Latvia 0.273 0.194 0.225 0.303 0.294 0.159 0.200 0.235
Lithuania 0.166 0.221 0.280 0.149 0.193 0.340 0.216 0.224
Mexico 0.851 0.770 0.760 0.760 0.913 0.703 0.389 0.735
Norway 0.171 0.220 0.261 0.300 0.333 0.223 0.296 0.258
Philippines 0.661 0.754 0.923 0.740 0.846 0.439 0.536 0.700
Poland 0.189 0.106 0.135 0.359 0.613 0.631 0.156 0.313
Russia 0.285 0.110 0.134 0.270 0.291 0.425 0.173 0.241
Slovakia 0.191 0.108 0.121 0.149 0.175 0.149 0.080 0.139
Slovenia 0.648 0.284 0.198 0.201 0.254 0.738 0.264 0.369
South Africa 0.819 0.421 0.359 0.431 0.468 0.683 0.388 0.510
Sweden 0.151 0.201 0.250 0.320 0.733 0.468 0.213 0.334
Switzerland 0.291 0.248 0.226 0.405 0.674 0.693 0.344 0411
Turkey 0.935 0.081 0.276 0.208 0.168 0.721 0.799 0.455

Great Britainn  0.384 0.396 0.370 0.190 0.439 0.890 0.171 0.406
United States  0.138 0.156 0.174 0.396 0.760 0.985 0.210 0.403
Venezuela 0.943 0.918 0.856 0.599 0.559 0.794 0.556 0.746

Average 0.407 0.315 0.325 0.345 0.511 0.542 0311 0.39%4
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Table4a soshowstheaverageDDI valuefor eachitemthat indi cateshow well
theitem hasbeen understood acrossall countriesunder investigation. According to
our calculations, questionsfive and six arethe most problematic ones, followed by
the first question. Especialy the fifth question provides some extremely high
values, for example, for Argentina, Taiwan, and Iceland; in the latter country the
value even exceedsthethreshold of 1.0. These high values may a so depend on the
culture of the country and on how to respond to anitem such as* being ahousewife
isjust asfulfilling asworking for pay” —in some countriesthis statement might be
widely understood as ajoke rather than as a serious question. On country level, we
find the highest values for China, India, Mexico, The Philippines, and Venezuela,
e.g. countries that have been characterized in other papers as providing low data
quality (for example, Blasiusand Thiessen, 2006, 2012). Accordingtothesimulation
from Blasius and Thiessen (2012), the values are even worse than random data.

In the next step, we run the same analyses while performing a three-
dimensional solution in CatPCA (Table 5). Since three dimensions explain by
definition more variation than two dimensions, the values of the DDI should
decreaseinall cases, at least onthelevel of theaveragevaluesfor the countries. For
most countries, this assumption istrue and the average values for theitemsarein
all cases clearly smaller than in the two-dimensional solution. However, there are
afew countries in which the DDI even dlightly increases, i.e. South Korea (from
0.588100.604), Latvia(from 0.235t0 0.276), and Slovakia (from 0.139t0 0.175),
othersremain on avery high level, for example, The Philippines (in both solutions
0.700), Mexico (from 0.735t0 0.725), and Turkey (from 0.455t0 0.444). For South
Korea, The Philippines, and Mexico we can conclude that the answers are almost
at random, which might also be caused by interviewers who do not take care of
instructions or just fabricate the data (Blasius and Thiessen 2012, 2013). For
Latvia and Slovakia, we assume that many respondents answered in a very
simplified way, providing an amost one-dimensional solution (with a high value
on Cronbach’s apha) resulting in an additional third factor that is just at random
(cf. Blasius and Thiessen, 2012: chapter 8, Thiessen and Blasius, 2008).
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Table5: DDI by countries (family and changing gender data), single questions, three-
dimensional CatPCA-solution

Q1 Q2 Q3 Q4 Q5 Q6 Q7  DDI

Argentina 0.368 0.165 0.099 0.364 0.461 0.266 0.301 0.289
Australia 0.196 0.171 0.161 0.098 0.064 0.189 0111 0.141
Austria 0.173 0.320 0.350 0.176 0.225 0.145 0.126 0.216
Bulgaria 0.358 0.499 0.488 0.284 0.230 0.109 0311 0.325
Canada 0.285 0.095 0.171 0.158 0.389 0.183 0.128 0.201
Chile 0.484 0.320 0.248 0.181 0.313 0.585 0.358 0.355
China 0.495 0.339 0.325 0.518 0.629 0.380 0516 0.458
Taiwan 0.181 0.301 0.189 0.125 0.966 0.990 0.333 0.441
Croatia 0.293 0.168 0.113 0.391 0.478 0.110 0.248 0.258
Czech Republic 0.136 0.184 0.155 0.103 0.121 0.161 0.073 0.134
Denmark 0.288 0.313 0.294 0.208 0.209 0.311 0220 0.264
Finland 0.220 0.171 0.200 0.188 0.266 0.118 0.133 0.185
France 0.184 0.113 0.143 0.124 0.279 0.314 0181 0.191
Germany 0.249 0.230 0.204 0.175 0.240 0.264 0.189 0.221
Iceland 0.259 0.346 0.368 0.423 0.576 0.891 0.380 0.464
India 0.364 0.729 0.661 0.621 0.555 0.431 0.485 0.550
Ireland 0.175 0.130 0.123 0.138 0.486 0.251 0.133 0.205
Israel 0.196 0.220 0.248 0.275 0.243 0.211 0228 0.231
Japan 0.136 0.253 0.198 0.246 0.879 0.700 0.186 0.371
South Korea 0.745 0.410 0.391 0.599 0.651 0.838 0.590 0.604
Latvia 0.350 0.255 0.236 0.299 0.259 0.334 0.199 0.276
Lithuania 0.170 0.173 0.149 0.166 0.188 0.063 0275 0.169
Mexico 0.851 0.770 0.760 0.721 0.913 0.703 0.355 0.725
Norway 0.150 0.215 0.246 0.251 0.253 0.308 0269 0.241
Philippines 0.661 0.754 0.923 0.740 0.846 0.439 0536 0.700
Poland 0.105 0.078 0.104 0.291 0.379 0.583 0.266 0.258
Russia 0.313 0.124 0.130 0.245 0.300 0.186 0.079 0.198
Slovakia 0.220 0.154 0.158 0.166 0.159 0.284 0.083 0.175
Slovenia 0.225 0.268 0.190 0.246 0.265 0.738 0.240 0.310
South Africa  0.819 0.334 0.309 0.358 0.204 0.579 0.169 0.396
Sweden 0.119 0.169 0.175 0.171 0.400 0.124 0.180 0.191
Switzerland 0.268 0.254 0.236 0.171 0.405 0.604 0.269 0.315
Turkey 0.730 0.583 0.521 0.151 0.153 0.466 0501 0.444

Great Britain ~ 0.236 0.278 0.300 0.175 0.145 0.195 0.186 0.216
United States  0.120 0.143 0.180 0.320 0.246 0.399 0.175 0.226
Venezuela 0.574 0.316 0.174 0.499 0.498 0.626 0.483 0.453

Average 0.325 0.287 0.275 0.288 0.385 0.391 0.264 0.317
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7. COMPUTATIONAL ISSUESIN COMPUTING THE DDI

Theoriginal work of Blasiusand Thiessen (2012) on the DDI relied on the default
valuesfor terminating theiterationsin the CatPCA procedure in SPSS Categories
(version 22) which are comparableto those in homals (de L eeuw and Mair, 2009),
both on atermination threshold value of 1e-05. homalsis a package writtenin R
which isafreely available statistical software environment (R Core Team, 2016).
Within homals, we started to implement an algorithm for computing the DDI as
well assimulating “good” and “bad” questionnaire data based on alatent-variable
model (Nenadit and Blasius, in preparation).

As apreliminary result, we discovered that the obtained quantifications are
sensitive to the choice of the threshold value for terminating the iterations.
Choosing a value below 1e-09 can change the results quite drastically if the
distribution of the margins is strongly skewed, only below this value, the
quantifications appear to be stable under various distributions of the input data.
Therefore, the upper bound of the DDI remains subject to further investigation.

8. CONCLUSION

For measuring the “quality of ordinal data’, we further developed the Dirty Data
Index (DDI) asfirst published by Blasius and Thiessen (2012). The DDI is based
on the differences between the quantification areas from CatPCA (from the
standard normal distribution) and the empirical cumulative frequencies (midpoint
areas). Theindex is standardized between 0 and 1, whereby high values indicate
poor data. Random data provide val ues—depending on the underlying distribution
(u-shaped, normal, ...) —between 0.5 and 0.7.

Applying the DDI to the ISSP 2012 (family and changing gender items), we
could show that there are large differences in the quality of data between the
countriesand betweenthe guestions. The substantive sol utionsare closeto previous
solutions reported for the same countries, but different data (Blasius and
Thiessen 2006, 2012). However, asrecently discovered, the CatPCA quantifications
might be unstable when using the default values for termination the iterative
procedure when the data are heavily skewed. Therefore, we recommend to check
the quantification valuesfor strong outliersthat can be caused by avery few cases
in single categories at the beginning or the end of the scale. In general, it might
be best to avoid such small numbers by combining the respective categories.
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