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STATISTICAL TREATMENT OF FREE SORTING DATA:
A BRIEF REVIEW OF METHODS AND
A NEW ASSOCIATION MODEL
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Abstract. Several statistical procedures, mainly pertaining to multidimensional scaling,
multiplecorrespondenceanalysisand cluster analysis, have been proposed for theanalysis
of data froma free sorting procedure. A brief review of these methodsis sketched and a
statistical model to assess the association between products is discussed. Among other
possibilities, these models make it possible to set up a hypothesis testing framework to
assess the significance of the effect of external factors on free sorting data. It is also
performed in conjunctionwith alatent classstrategy toidentify segments of consumersand
better highlight therelationships among the products. Anillustration onthe basis of acase
study is outlined.
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1. INTRODUCTION

Inthefood industry aswell asin other sectorsof activity such asthe cosmeticsand
car industry, sensory analysisisnowadaysavital stepinquality control and product
development. Several sensory eval uation procedurescan beimplemented according
totheobjectivesand the natureof the productsunder study (Meilgaard et al ., 2006).
For three decades or so, the most important procedure of sensory evaluation has
beenthe so-called quantitativedescriptiveanaysis(Chapmanet al ., 2001) whereby
aset of productsisdescribed by apanel of trained assessors using alist of sensory
attributespertaining to the appearance, thetaste, theflavor etc. Nowadays, thetrend
in sensory analysis is towards less costly and less time consuming procedures
which, moreover, directly involve the final consumers of the products instead of
trained assessors. The cross-fertilization of ideasin different scientific fields such
as experimental psychology and psycho-acoustic has promoted the use of free
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sorting procedure as anew method of investigation in sensory analysis. Although
introducedinthesensory field only recently (Lawlesset al., 1995; Fayeetal ., 2004),
the free sorting task has been since the late sixties a central topic in cognitive and
socia psychology (see for instance Rosenberg and Olshan, 1970). Based on a
holistic approach of characterization, this procedure of evaluation is simple and
very intuitive sinceit relieson the natural human tendency to grouping objectsinto
categories asacognition process for learning and apprehending the complexity of
the world.

In a free sorting task, each subject (judge, consumer...) is instructed to
partition the products in as many groups as they deem it necessary with the
understanding that the products in the same group are perceived as being similar.
Optionally, in addition to partitioning the products, each subject may beinstructed
to describe the various groups of the partition of the products that he or she has set
up, using a predefined list of attributes or lists of attributes freely suggested by the
subjects themselves. Most often, these attributes are used as supplementary
elementsinthestatistical analysesto enhancetheinterpretation of theoutcomes
from the sorting task and investigate the perceptive differences among the
products.

In Section 2, we sketch abrief review of methods for the analysis of the free
sorting data. In Section 3, we advocate using (ssmple) correspondence analysis
(CA) to analyze thefree sorting data. In Section 4, we introduce a new association
model and discussits properties and possibilities of extension, using alatent class
model. An illustration on the basis of a case study on luxury perfumesis outlined
in Section 5 and we end the paper by some concluding remarks.

2. OVERVIEW OF METHODSFOR THE STATISTICAL TREATMENT
OF THE FREE SORTING DATA

Asmentioned above, afree sorting test yieldsafamily of partitions of the same set
of products; each partition being associated with a particular subject. For the
statistical treatment of thesedata, severa strategiesof analysishavebeen proposed.
We refer to the book by Coxon (1999) for a comprehensive review of these
strategies. We al so refer to aFrench paper by Faye, Courcoux and Qannari (2011)
for a comparison of several methods of analysis on the basis of a case study.
Broadly speaking, the statistical strategiesof analysiscanbeclassifiedintwo
families of methods, namely (i) factor analytical methodsincluding, in particular,
multidimensional scaling (MDS) and multiple correspondence analysis (Takane,
1981, 1982, Qannari et al., 2009; Cadoret et al., 2009) (ii) methods pertaining to
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cluster analysis (Faye et a., 2011; Courcoux et al., 2014)) and additive trees
(Dubois, 1991).

Let ussupposethat K subjectstake part in afree sorting task in the course of
which they were instructed to sort n products (or more generaly, stimuli) into
groups. Let us assume that subject k (k=1,..., K) has sorted the stimuli into Q,
clusters. As mentioned above, the data can be seen as a set of K partitions of the
products, each partition being associated with a particular subject. Alternatively,
thedatafor each subject canbeexpressedina(stimuli by stimuli) symmetric matrix
containing ones and zeroes. More precisely, an entry of thismatrix containsoneif
the stimuli associated with the row and the column of this entry are sorted into the
same group, otherwise the entry containsazero. Thismatrix isusually interpreted
as a similarity matrix between stimuli and can be easily transformed into a
dissimilarity matrix by changing the zeroesinto ones and vice versa. At the panel
level, theindividual similarity or dissimilarity matrices can be added up acrossthe
subjects yielding a global similarity or a global dissimilarity matrix between the
products. As a matter of fact, the global similarity matrix thus obtained is also
known as the co-occurrence matrix since it gives the number of times each pair of
products have been set in the same group by the subjects. Thismatrix that we shall
denote by N=(n, j) will be the focus of the present paper.

Several authors have proposed performing MDS on the global dissimilarity
matrix to investigate the relationships among the stimuli (MacAdamset ., 1995;
Lawlesset a., 1995; King et al., 1998; Faye et a., 2004). Besides applying MDS
tosorting data, Vander Kloot andVan Herk (1991) al so suggested applying multiple
correspondence analysis (MCA; Greenacre, 2007). In this procedure, the authors
consider that there are as many categorical variables as subjects and the categories
for eachvariable(i.e. subject) arethegroups of stimuli formed by the subject under
consideration. On the basis of acomparison study of several proceduresincluding
MCA, these authors draw the conclusion that the differences among the outcomes
of the various methods are on average very small. Takane (1981) proposed a
procedure of analysis called MDSORT for analyzing sorting data. From the
derivation of the solution to this problem, it can be seen that, asamatter of fact, we
areledtothesamesolutionasM CA. Thisremark wasal so stressed by Van der Kloot
and Van Herk (1991) who stated that their program for running MCA gave
outcomeswhich wereidentical to those of MDSORT. Takane (1982) proposed yet
another procedure called IDSORT for analyzing sorting data that takes account of
individual differences among the subjects. Thisis done by combining ideas from
MDSORT (i.e. MCA adapted to the free sorting data) and INDSCAL agorithm
(Carroll and Chang, 1970). This yields a space of representation for the stimuli
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(stimulus space) and a set of weights associ ated with the subjects which reflect the
importance they attach to the various dimensions of the stimuli space. Although it
follows a different pattern of thinking pertaining to multi-block data analysis,
another strategy of analysis was developed by Qannari et al. (2009) under the
acronym Sort-CC. Sort-CC aimsat exactly thesame purposeas| DSORT andyields
similar kinds of outcomes, namely a stimulus space and saliences (or weights) that
the subjects attach to the underlying dimensions.

Another strategy of analysis of the free sorting data which stands at the
crossroadsof MDSand multiblock dataanalysiswasproposed by Abdi et al. (2007)
under the acronym DISTATIS. It is designed to be “a generalization of classica
multidimensional scalingwhich allowsoneto analyzethree-waysdistancetables’.
Basically, DISTATIS consists in computing the so-called Torgerson’s forms (i.e.
matrices of cross-products between stimuli) associated with the individual (i.e.
subjects’) dissimilarity tables and running the STATIS method (Lavit et al., 1994)
onthese matrices. Thismakesit possibleto obtain amap for the subjectsand amap
for the stimuli which depict the rel ati onshi ps between subjects on the one hand and
stimuli ontheother hand. However, unlike| DSORT and CC-Sort, therepresentation
space of the subjects is fundamentally one-dimensional, reflecting the overall
agreement of the subjects on how the stimuli relate to each others.

3. CORRESPONDENCE ANALYSIS

Up to our knowledge, nobody has proposed so far performing CA on the co-
occurrencematrix, N, asastrategy of analysisfor thestatistical treatment of thefree
sorting data. Clearly, thisis a very simple and straightforward statistical method
which, among others, leads to graphical displays that reflect the relationships
among the stimuli. As amatter of fact, both the rows and the columns of matrix N
refer to the stimuli but since N is symmetric, the graphical representations of the
rows and the columns areidentical. It isworth noting that we run this strategy of
analysis together with MCA on several free sorting data and we systematically
obtained the same configurations of the stimuli except, for the percentages of
variation recovered by the factorial axesfrom both the analyses. Anillustration of
this finding is discussed below. Although a thorough investigation of the formal
connection between both analyses (i.e. CA on the co-occurrence matrix and MCA
on the categorical variables) is still missing, we believe that this connection rests
on the fact that, if we denote by X the matrix formed of the dummy variables (or
indicators) associated to the various categories (i.e. groups formed by the various
subjects) then the Burt table associated with X, which forms the cornerstone of
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MCA appliedto X isgiven by X TX. By comparison, the co-occurrence matrix can
be computed as XX T and can be seen as the Burt table associated to matrix XT.

4. ASSOCIATION MODEL
4.1 PARAMETER ESTIMATION

We propose hereinafter an association model which is, as it is the case for any
statistical model, a way of simplifying the complexity of the data. Moreover, it
offers a statistical hypothesis testing framework which is so far lacking in the
context of the free sorting data. For instance it could be used to assess the effect of
experimental design factors (subjects, session...). The association model enjoys
several features, among which we single out: (i) it isintuitively appealing, (ii) it
bearssomesimilaritiestoBradley-Terry model for paired comparisondata(Bradley
and Terry, 1952) and (iii) the estimation of the parametersis straightforward.

For each subject k, we consider the Bernoulli variable yij’kwhi chisequd to
1if theproductsi and j are set inthe same group by subject k and, O otherwise. The
associationmodel assumesthat theexpectationof y;, ., whichistheprobability that
productsi and j are set in the same group by subject k, is equal to:

mm
1+ !

P = fori#] (1)

The rt (i=1,...,n), assumed to be equal or larger than O, are scores associated
with the products. It is clear that if 77 (or q) increases then P; increases. Thus, 11
reflects the overall propensity of stimulusi to gather with the other stimuli (i.e.
closeness). The model assumes that o which, in some way, reflects the similarity
between productsi and j can be recovered by the parameters it (i=1,...,n).

Letusconsider p”ij =1-p; (theprobability that stimuli i andj arenotinthesame
group), we can easily show that:

A
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where ni* = i . This parameter reflects the propensity of product i to stay apart

s
from the other products (i.e. aloofness).
Finally, by dividing in Equation (1) the numerator and the denominator by 77
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or Tweare led to the following expression of the association model:

=2

T TT.
e X

The interpretation of this modd is straightforward: for the comparison of
stimuli i and j, rTisweighed against q*. If rrislarger than q* then P will belarger
than 0.5, indicating an association between stimuli i and j above the average;
otherwise P will be smaller than 0.5 |nd|cat|ng a poor association. The same
conclusions stand if T isweighed against 77"

It is worth noting that there is a clear resemblance between the association
model asstated in Equation (2) and thewel | known Bradley-Terry model for paired
comparison data (Bradley and Terry, 1952; Courcoux and Semenou, 1997) which
states that the probability (qij) that astimulusi is preferred to astimulusj isgiven
by:

6

%= 6+9

where the parameters 6, reflect preference scores associated to the products.

For the estimation of the parameters of the association model, itispossibleto
set up a statistical framework which would lead us to an estimation of the
parameters by means of maximum likelihood estimation. For this purpose, we
consider the variableyI whichis equal to the number of times that productsi and
j are set in the same group. If we assume that the Bernoulli variables Yijk defined
above are independent, then Y; follows a binomial distribution and the I|keI|hood
of thetotal experiment isthe product of binomial density functions.

Alternatively, the model can beviewed asaspecial caseof generalized linear
models. The model stated in Equation (3) can be written as:

logit (p,) = a; +q; (4)

where logit(x) = In %E and a, = In ().

It follows that the parameters a; could be estimated using standard software
of generalized linear models. Moreprecisely, thedatacan bepresentedintwoforms
asillustrated in Figure 1 for the case of three products and four subjects. In Figure
1A (l€eft), theraw dataare presented for each subject i ndi cating whether this subject
has set the two stimuli in the same group, in which case, variabley takesthe value
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1; otherwiseytakesthevalueO. In Figure 1B (right), thedataare summed up across
the subj ects and give the number of timesthat each pair of stimuli have been setin
the same group. Note that these frequencies are precisely those found in the co-
occurrence matrix, N, with the diagonal elements being excluded since they are
deemed uninformative. From one or the other of thesetabl es, the parameters a; can
be estimated using a logistic regression (assuming a binomial distribution) to
explain the variable y from the predictors labeled in Figure 1 as “ ProductA” and
“ProductB”. The logistic regression should be constrained to have no intercept,
which isacommon option in most statistical software packages.

ProductA ProductB Subject y ProductA | ProductB | (frequency)
Product] Product2 S1 lor0 Productl Product2 ni
Productl Product3 S1 lor0 Productl Product3 n
Product2 Product3 S1 lor0 Product2 Product3 nis
Productl Product2 S2 lor0 B
Product] Product3 S2 lor0
Product2 Product3 S2 lor0
Product] Product2 S3 lor0
Productl Product3 S3 lor0
Product2 Product3 S3 lor0
Productl Product2 S4 lor0
Product1 Product3 S4 lor0
Product2 Product3 S4 lor(

A

Figure 1: Two ways of presenting the free sorting data to be subjected to alogistic
regression

Another way to see the same problem isthe following. If we denote by z the
vector whoseentriesarel ogit(pij), thenthemodel in Equation 4 could bewritten as
follows: z=Xa, wherea=(a;,...a,)" and X isamatrix whose row corresponding
to the entry logit(p;) contains 1 in the i and j™ columns and O otherwise. This
configurationisillustratedin Figure2withthecaseof threeproducts. Fromthisnew
setting, it followsthat the parametersin vector a could be estimated by performing
alinear regression of z on X. Again, in thismodel, one should constrain the model
to have no intercept.
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V4 Productl Product2 Product3
logit(p1z) 1 1 0
logit(p13) 1 0 1
logit(p23) 0 1 1

Figure 2: Representation of the free sorting data to be subjected to a multiple linear
regression

4.2 SUBJECTS EFFECT

Itisworth noting that the presentation of thedatain Figure 1A wherethefreesorting
dataare detailed for each subject entails that the subjects could be introduced as a
factor. This may be of interest since it is likely to highlight some specific
characteristics of the subjects. In this case, the logistic model can be written as:

logit(p, ) = &+ o + B, (5)

where 3, isthe effect associated with subject k. A positive effect, B, will resultin
an increase of the propensity of the productsto be associated. In particular, thisis
the case of those subjects who form small numbers of groups of products.
Contrariwise, anegative effect, g, will result in apropensity of the productsto be
dispersed. In particular, thisisthe case of those subjects who form large numbers
of groupsof products. Thisaspect will beillustrated bel ow through the case study.

Similarly, other factors could also be included. For instance, these factors
could relate to the subjects (gender, region of residence...), the products
(manufacturing process, constituents...) or the experimental design (sessions,
periods of time...).

43 LATENT CLASSMODELS

A single parameters vector 71=(71, ..., 71)" may not adequately fit the dataif the
panel of subjects is not homogeneous. By introducing the subjects’ effect asin
Equation (5), we assumed that the same products scores hold for the whol e panel
of subjects but the probability that the subject k setsthe productsi and j inthe same
group is corrected by a scalar (positive or negative) that reflects the effect of this
subject. The assumption of presence of several segments of subjects entails that
from onesegment to another, the subjectsassociatetheproductsdifferently. Inother
words, the scores associated with the products vary from one segment to another.
Obvioudly, it is of paramount interest to identify these segments. To do this, we
suggest setting up afinite mixture model, a'so known aslatent class (LC) analysis
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(McLachlan and Peel, 2000).

In the present situation, the LC model assumes that there are unobserved
classes (also called components) of subjects and the association between any two
products depends on which class (or component) we consider. More precisely, by
considering a mixture of models with A classes, we assume that the likelihood
function associated with the vector of observationsy = (yijyk)T is of the form:

L(y‘wl,...,wA,lg,...,n;\,): Z:zla%f(y‘y,na) (6)

where w, and (1=r4?,..., ¥)" arethe model parameters defined, respectively, as
the apriori probability and the vector of scoresfor thecomponenta(a=1, ..., A)
and , f isthe Bernoulli distribution function.

With a fixed number of classes, these parameters are usually estimated by
meansof the so-called expectation-maximization (EM) algorithm (Dempster et al .,
1977). Thegeneral strategy istofit asequenceof model swith oneclass, two classes,
and so on. Several fit statistics are provided to help with model selection and
comparison. Thesefit statisticsinclude, in particular, the likelihood-ratio statistic,
Akaike's Information Criterion (AIC; Akaike, 1974) and Bayesian Information
Criterion (BIC; Schwarz, 1978). In this paper, we shall use BIC to compare
competing model s (e.g. modelswith different numbersof latent classes). A smaller
BIC for a particular model in comparison to another suggests that the trade-off
between fit and parsimony is better achieved.

The R package FlexMix was used to fit the LC model (Gruen and Leisch,
2007).

5 ILLUSTRATION
5.1 CA PERFORMED ON THE CO-OCCURRENCE MATRIX

The data are presented in (Cadoret et a., 2009) to illustrate a strategy of analysis
of the free sorting data called FAST (Factorial Approach for Sorting Task). FAST
is articulated around MCA and provides, in addition to the usual outputs of this
method of analysis, graphical displaysand statisticswhich areof particular interest
in the free sorting data. The data and the program FAST areimplemented inthe R
package SensoMineR (L é and Husson, 2008).

A panel of 98 consumers were instructed to carry out a free sorting task of
twelve luxury perfumes whose names can be found in Table 1 which gives the co-
occurrence matrix issued from the free sorting task.
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Tablel: Co-occurrence matrix from the sorting task of 12 luxury perfumes

g
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H ) o [~ [+] = ta o [l [
~ ~ 1] ] = o o L o H H
Jadore (ET) 98 56 48 38 24 26 22 18 12 14 7 7
Jadore (EP) 56 98 38 28 23 28 28 18 12 12 12 6
Pleasures 48 38 98 28 22 29 23 18 11 14 11 6
Coco Mademoiselle| 38 28 28 98 30 32 20 21 11 11 12 9
Cinema 24 23 22 30 98 27 26 42 19 9 8 10
Pure Poison 26 28 29 32 27 98 24 17 10 21 12 11
Linstant 22 28 23 20 26 24 98 22 14 10 13 13
Lolita Lempicka 18 18 18 21 42 17 22 98 35 8 6 9
Angel 12 12 11 11 19 10 14 35 98 16 27 21
Chanel5 14 12 14 11 El 21 10 8 16 98 51 30
Aromatics Elixir 7 12 11 12 8 12 13 6 27 51 98 42
Shalimar 7 6 6 9 10 11 13 9 21 30 42 98
Total 370 | 359 | 346 | 338 | 338 | 335 | 313 | 312 | 286 | 294 | 299 | 262

Werun CA on the co-occurrence matrix. Figure 3 showsthe configuration of
the 12 productsonthebasisof thefirst twofactorial axes. Theseaxesexplainaround
56% of the inertia.

CA factor map
@ - Lolita Lempicka, Angel
o |
o
§ S Cinemas
w
= oo
(3] o
E i
8 o L instante
o *Shalimar
o e
g Coco Mademoiselle *Pure Pgison 'Aromatics Elixir
J adore (EP), agore (ET)
< Pleasurés *Chanel 5
S 4
T T T ' T
40 05 00 05 10 15
Dim 1 (37.86%)

Figure 3: Representation of the 12 luxury perfumes on the basis of thefirst two CA axes
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By way of comparing methods, we aso run MCA on the sorting data. The
representation of the products on the basis of thefirst two axesisnot shown herein
becauseitisidentical tothat givenin Figure 3. Theonly differenceisthe percentage
of inertia recovered by the first two factorial axes of MCA which are 17.7% and
13.5%, respectively.

Along thefirst factorial axis, “ Shalimar”, “Aromatic Elixir” and “Chanel 5
are singled out and seem to form a group by themselves. The other products are
situated on the opposite side of this axis except “Angel” which has a central
position. In particular, the products “Jadore ET”, “J adore EP’, “Pleasures’,
“CocoMademoiselle” and“ Pure Poison” seemto bevery closeto each others. The
second axis (18% of the inertia) highlights the products “Angel” and “Lolita
Lempicka” which are both on the positive side of this axis.

5.2 ASSOCIATION MODEL

Thescoresassociated with thevari ousproductsobtai ned by meansof theassociation
model are depicted in Figure 4 together with bars indicating the 95% confidence
intervals for these estimates.

14 7
12 +
1.0
08
3 &
L]
06 - b1 1
L 3 +*
04 - all!
*-
02
00 -
~ =~ o © @ c 8 T © = 5
E & £ 3 8 858 28 3 3 5§
w w 5 2 6§ 2 g 2 2 ® 5 E
o o % B £ & £ g8 <« & ®
= o © o o = £ "3
o ] ] £ O 3 S £ &6 £
T © g o 2 o} o = ©
c ® ° S © o
- - © o = £
> S <]
] e <
O
3
(8]

Figure 4: Scoreswith their 95% confidence intervals associated with the various products
obtained by means of the association model
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From Figure 4, we can see that the highest scores are those corresponding to
“Jadore ET”, “J adore EP’, “Pleasures’, “Coco Mademoiselle’, “Cinema” and
“Pure Poison” . These productsare associated to each othersasit can be seenonthe
graphical display from CA (Figure 3). The scoresassociated with products” Chanel
5" and “Aromatic Elixir” are aso relatively large although smaller than the scores
of the products in the previous group of perfumes. These two products are
associatedto each other. Thescoresassociated with products“Angel” and“ Shalimar”
are the smallest indicating aless important association to the other products.

53 SUBJECTS EFFECT

In order to assess the differences among the subjects, we introduced this factor in
the logistic regression. When modd (5), which includes the subjects’ effects, is
compared with the simplified model without the subjects’ effect terms, the log-
likelihood test is highly significant (p-value < 10°°, for a deviance of 494 and 97
degrees of freedom). Therefore, we conclude that there are significant differences
among the subjects; some showing a positive effect and others showing anegative
effect (results not shown herein for the sake of saving space).

o
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[+ [+]
[+ [+
-10
[ [+
[} o
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2 3 4 5 6 7 8
nb groups by consumers

Figure5: Relationship between the number of groups formed by the subjects and the
subjects’ effects, 3,
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Figure5 highlightstherelationshi psbetween the number of groupsformed by
the subjectsin the course of the free sorting procedure and the subjects’ effects, 3,
associated with these subjects. It is clear that there is a very tight connection
between these quantities indicating that as the number of groups increases the
subject’s effect becomes negative. This is only normal, since a relatively large
number of groups does not favor the association of the products. The implication
of thisfinding is that the subjects should be instructed beforehand not to use too
many or too few groups when they perform the free sorting task. More precise
instructions depend on the context of the study (number of products, assumed
differences among the products...).

54 LATENT CLASSMODEL

Figure 6 showstheevolution of BIC asafunction of thenumber of components(i.e.
classes) fromthelatent classmode (6). It can be seen that when we movefrom one
component to three components, the BIC decreasesthen, it startsto increase. This
indicates that the choice of three classes is appropriate.

Theprior class probabilities of thethreelatent classesare 61%, 6% and 33%,
respectively. The posteriori class probabilities (not shown) indicate that a large
proportion of the 98 consumersare clearly assigned to asingleclass(i.e. only very
few consumers have more or less equal posteriori probabilities for two clusters).

13.3 1

13.2 1

o P

<

BIC (x 1000)

13.0 1

number of components

Figure 6: Evolution of BIC asa function of the number of latent class components
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0‘-5 = - n; om-s g "!- o.u-g 5 na
HIBUSHEEHIUH D H IR HIUHR T

Figure 7. Association parameters TTin the three latent lasses, together with their 95%
confidence intervals

The Figure 7 shows the estimated parameters 77 in the three classes (after
transformation so that, in each class, their sumisequal to 1, for abetter readability
of the graph). It is clear that, in thefirst class (prior probability: 61%), the scores
are more or less similar to those estimated when only one class was considered
(Figure4). Thethird class(prior probability: 33%) highlightsthose consumerswho
have atendency to set apart “ Chanel 5” and “ Shalimar” and to associate “ J adore
ET” and “J adore EP’ in amore marked manner than in classl. The second class
(prior probability: 6%) corresponds to amarginal class of consumers who have a
tendency tolumptogether theproducts” J adore”, “ Pleasure” , “ CocoM ademoisell€”
and “Pure Poison”, on the one hand and to set apart the products “L’instant”,
“Angel” and “Shalimar” on the other hand. However, it also appears that the
estimated scoresin thislatent classhave much larger uncertaintiesthan in the other
classes as shown by the width of the 95% confidence intervalsin Figure 7.

6. CONCLUDING REMARKS

Notwithstandingitssimplicity, thefreesortingtask isan effectiveway toinvestigate
therel ationshipsamong a set of products. Judging from the weal th of methodsthat
havebeen proposedto analyzethedataissued fromthistask, it seemsthat it hasvery
much inspired generations of practitioners in psychology, food science, data
anaysis...
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Our contribution to analyzing such data revolves around the co-occurrence
matrix. On the one hand, we suggest performing correspondence analysis which
seems to lead to outcomes very similar to those of MCA. On the other hand, we
propose a new model to investigate the association among the products. Among
other features, thismodel presentsthe advantage of beingintuitively appealing and
the estimation of the parametersis straightforward. Moreover, when this model is
performed in conjunction with alatent classstrategy, it offersan efficient approach
to analyze the free sorting data.

More research work is needed to strengthen the efficiency of this new model
which we hope will stand for the free sorting datain the same position as Bradley-
Terry model stands for paired comparison data.

Moreinvestigations are al so needed to extend the scope of application of the
association model beyond the free sorting data. More precisely, itis clear that the
model could be applied to any symmetric contingency table. Thisis, in particular,
the case of Burt’smatrix derived from MCA. Thismeansthat itislikely to enhance
the interpretation of the outcomes of this latter method of analysis by using it in

conjunction with the association model discussed herein.
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