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Abstract. In correspondence analysis the variance in a data set is measured by its total
inertia. Thedecomposition of thisinertiainto partsper row or per column, per dimension,
or per row or column on each dimension, iswell known. Inthispaper we consider various
other forms of inertia decomposition, inertia between demographic groups and inertia
inter actions, inertia of substantive ver sus non-substantiveresponses. Weal so consider the
case where comparisons between pre-specified groups can be isolated on particular
dimensions of the solution, using correspondence analysis of matched matrices. Theidea
of hierarchically breaking down theinertiainto smaller partsof interest and into contrasts
isillustrated using data on decision-making by tourists, collected in a Eurobarometer
survey. Thisapplication shows patterns between the countries of the EU and gender and
age effects and interaction within countries. These effects are also tested for statistical
significance using permutation testing.

Keywords: Analysis of variance, Contrast, Correspondence analysis, Eurobarometer,
matched matrices, Tourism.

1. INTRODUCTION

Inthecorrespondenceanalysis(CA) of arectangul ar tabl e of non-negativedata, the
total variance is measured by the total inertia, a measure highly related to the
Pearson chi-sguarestatistic computed on acontingency table. Specifically, thetotal
inertiaisequal to the chi-sguare statistic divided by the grand total of thetable, the
total inertiahas substantive meaning evenif thetableisnot atrue contingency table
and isdecomposed into parts along respective principal dimensionsof the CA, just
like total variance is decomposed along principal axes in principal component
anaysis(PCA). Asin PCA aswell, these parts are expressed as percentages of the
total to quantify how much the dimensions “explain” the datatable.
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Each part of inertiaaong a principa dimension, which is an eigenvalue (or
squared singular value), called a principal inertia, can aso be decomposed into
parts across the rows or across the columns. These parts lead to the well-known
contributions to inertia that assist in the interpretation of the CA maps, giving
diagnosticsfor deciding which rows or which columns are driving the dimensions
of thesolution, or for measuring how well thedimensionsareexplainingtheinertias
of theindividual rows or individual columns.

A study can becentred around atwo-way tabl e, but canal soincludeadditional
categorical variables that define a factoria structure. For example, a political
survey might be aimed at comparing the voting patterns across the regions of a
country, giving amatrix with regionsasrowsand political partiesascolumns, with
the percentage of votes by region i for party j inthe (i, j)-th cell of the data table.
In addition, the survey could collect the gender of each respondent and the age
group. So asimilar table could be obtained for each gender, for each age group or
evenfor each gender-agegroup combination. Inthislast case, thereisatotal inertia
for all thesetablesand thiscan be broken downinto partsthat are reminiscent of an
analysis of variance, so could be called an analysis of inertia, the only difference
being that the data table serves as a response matrix rather than a single response
variable. A part can be ascribed to gender difference, atype of “main effect” for
gender, a part to age group differences, i.e. “main effect” for age group, and apart
to the “interaction” between gender and age group. We put “main effect” and
“interaction” between quotation marks because the original regions-by-political
partiestableisalready summarizing atwo-way interaction structure, so the“main
effects” mentioned abovearereally athree-way interaction, whilethe“interaction”
isafour-way interaction.

Inthispaper wewill show how to decomposethetotal inertiainto these parts,
which in turn will decompose a ong dimensions and then for the set of rows or set
of columns, just asinthesimplecaseof asingletable. Thetheory will beillustrated
for the simple case of atwo-way table on which afactorial structureis defined by
two binary variables. The field of application is in tourism and concerns the
information sourcesthat European touristsusewhen decidingtotakeaholiday. The
application of CA to such atable has already been considered by Korneliussen and
Greenacre (2017). Inthe present paper weadd thefactorial structureto the dataset
intermsof gender and age group, and then quantify and visualizethepartsof inertia
explained by gender, age group and their interaction. Section 2 briefly introduces
the data, Section 3 the methodology, Section 4 theresults, and finally adiscussion
in Section 5.
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2. DATA ON INFORMATION SOURCES USED BY EUROPEAN
TOURISTS

Thisarticleusesdatafromthe Eurobarometer survey, “ Flash Eurobarometer 258”2,
conductedin 2009, toinvestigateassoci ationsbetween country and useof information
sources. This survey about the attitudes of Europeans towards tourism provides
data from representative samples of the 27 EU countries. The sample sizes vary
between 501 and 2000 per country, with an average sample size of 1004. The data
are mainly based on telephoneinterviews. Some eastern European countries have
low fixed-linecoverage. Inthesecountriesface-to-faceinterviewswerea socarried
out. All inal, morethan 27,000 randomly selected citizens aged 15 and over were
interviewed. The average non-response rate was 6.3%.

In order to measure information source use, this study uses the responses to
the question: “ From thefollowing information sources, which one do you consider
to be the most important when you make a decision about your travel/holiday
plans?’ Then followed seven information sources. a) persona experience, b)
recommendation of friends and colleagues, ¢) guidebooks and magazines
(commercia), d) catal ogues, brochures (non-commercial), €) theinternet, f) travel
/ tourist agencies, g) media (newspaper, radio, TV).

Korneliussen and Greenacre (2017) publish the 27 x 8 table of percentage
responses in each country, with the seven information sources and a missing
response category as columns. We extend this study to include the gender and age
group (intwo groups, approximately of equal sizesinthetotal dataset: “younger”,
i.e. lessthan 50 years, and “older”, i.e. 50 yearsor older ) of therespondents (inthe
discussionwewill comment ontheeffect of including moreagegroups). Percentages
were calculated relative to the country totals after reweighting the data according
to the respondent weights that accompanied the Eurobarometer data file — “this
removes sample bias from the estimates of the percentages for each country.
Overdl estimatesfor the EU show that “ recommendation of friendsand colleagues’
was, with 29.3% of the cases, the information source most often reported to be the
most important. Thiswasfollowed by theinternet (21.9%) and personal experience
(18.8%), travel/tourist agencies (11.4%), catalogues and brochures (5.5%),
guidebooks and magazines (4.8%) and media (3.2%).

2 Seehttp://ec.europa.eu/public_opinion/flash/fl_258 en.pdf for more information about the
survey
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3. METHODOLOGY

Because two dichotomous variables, gender and age, are now taken into account,
the basic dataset now consistsof four datatables: A, the 27 x 8table of percentages
for younger males; B, the 27 x 8 table of percentagesfor older males; C, the 27 x 8
table of percentagesfor younger females; and D, the 27 x 8 table of percentagesfor
older females. If the missing data column is maintained in the analysis, it usually
turnsout to be animportant feature of theresult, whichwasindeed truefor thisdata
set — see, for example, the large percentage of missing datafor Bulgaria. Hence,
we use avariation of CA called subset CA (Greenacre and Pardo 2006; Greenacre
2007, chap. 21), which alows al data to be analysed, including the missing data
percentages, but uses just the percentages for the subset of seven information
sources to determine the solution. The computations were done in the ca package
(Nenadit and Greenacre, 2007) of the R software platform (R Core Team, 2016),
as well as with R code written specially for the novel aspects of this analysis.
Furthermore, we can test whether the studied effects are statistically significant or
not, conveniently using the permutationtest for canonical correspondenceanalysis
(CCA) inthevegan package (Oksanenet a., 2015) in R sothat our analysisextends
beyond data description and visualization. CCA is a constrained form of
correspondence analysis, where the constraining variables in this application are
the gender and age groups — see Greenacre (2010a) for the definition of CCA and
Greenacre (2010b) for an explanation in the socia science context.

Thefour tables A, B, C and D, can beanalysed in a“ stacked” 108 x 8 format
(Greenacre, 2016, Chap. 17), in which case the gender and age effects as well as
their interaction are all competing for being displayed in the principal plane of the
first two principal dimensions. Alternatively, a special block circulant format,
called affectionately an “ABBA” format, can be set up to split the effects into
separate visualizations (Greenacre, 2003, 2016, Chap. 23). TheABBA format for
asingledichotomousvariable, for exampletheanal ysisof malesonly, distinguishing
between younger and older males, would be as follows:

(A BO
B A- (0

Inthepresent example, the CA of this54 x 16 matrix would|ead todimensions
corresponding to all the males, and separately dimensions corresponding to the
difference between younger and older males. The dimensions corresponding to
these two respective parts can easily be distinguished from the signs of the sub-
vectorsof the coordinate matrices. Thisresult can be extended to two dichotomous
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variables, by nesting the ABBA format as follows:

A B C DO

B A D Cp

(C D A BO 2
D c B Af

Inthe CA of this108 x 32 matrix each coordinatevector hasfour sub-vectors
with repeated values but different patterns of signs, which identify the overall
“constant”, “main effects’ and “interaction”. Thisresultisillustrated when applied
to the tourism information source data in the next section.

Thetotal inertiain this example can be apportioned to the three categorical
variables (country, gender and age group) that define the factorial structure of the
rows of the four matrices A, B, C and D that can be stacked one on top of another.
This is conveniently done using the vegan package again, where the factors are
defined asadditional columnsof thedataset. Intheresultsthat follow westart with
this decomposition of inertia.

4. RESULTS

The parts of inertia due to country, gender and age as main effects are obtained as
follows, using two simple R commandsinthevegan package, assuming thestacked
table is stored as ABCD, apply canonical correspondence analysis (CCA) with
country, gender and age coded as categorical explanatory variables (called factors
inR):

> ABCD.cca <- cca(ABCD ~ country + gender + age)

> anova(ABCD.cca)

The results are as follows:

factor inertia percentage
country 0.1432 52.7%
gender 0.0058 2.1%
age 0.0688 25.3%
residual 0.0541 19.9%
total 0.2718 100.0%

This shows that the country differences are higher than the age and gender
differences, but this is also due to the fact that countries define 27 categories
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whereas age and gender only two each. A by-product of the anovafunction above
isapermutationtest for each variable, andthey areall highly significant at p<0.001.
Note that thistest is conducted at the country level, not at the individual level.

In the above analysis the missing value category isincluded, but this can be
omitted in the subset CAsthat follow, and could a so have been omitted by adlight
rewriting of theccafunction. Theinertiadueto thismissing value can bequantified
inthesubset CA.: it contributes0.0815 to thetotal inthe abovetable, or amost 30%
of thetotal. Thisinertiaisabsent in the subset CAs.

Figure 1 shows the subset CA of the original countries-by-information
sourcestable, wherethe mal e-femal eand younger-ol der splitsfor each country are
plotted as supplementary points, using plotting symbolsm, f, y and o respectively.
Thismap containsall the country, gender and ageeffectsandisclearly too crowded.
Our ideais to split this analysis into parts that specifically look at the different
effects. Nevertheless, Figure 1 doesillustrate the large variance of the countries,
then the larger differences between age groups within countries compared to the
gender differences (y-o0 segments generally longer than the m-f segments). For
example, for both Finland (FI) and Denmark (DK) at top left of Figure 1, the
segmentsfor the gender male-femal e contrasts are seen to be much shorter than the
age younger-older ones.

Theanalysisof the nested ABBA matrix of (2) providesfour CA mapsof the
separate partsof inertia. Thedifferent dimensionscan be determined by the pattern
of the signs of the four subvectors that form the CA solution (Greenacre, 2016,
Chapter 23):

9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28

~
o]

dimension 1 2 3 4 5 6

pattern + + + + 4+ + + + + 4+ + + + 4+ 4+ + + + + 4+ + + + + 4+ + o+ o+
+ o+ + o+ o+ B T S S T

-+ o+ o+ o+ o+ o+ + + B T T S e T 3

+ + + + + + + - - - o+ - 4+ -+ + -+ - o+ -+ -

part acccecgecagaciagaligiwaciwgiaiwgdigg

In the above the column pattern ++++ for a particular dimension corresponds
to thefour tablesmerged, i.e. the country effect (c), then ++-- focuses specifically
on age differences (a), because A and B correspond to younger respondents, C
and D to older, +-+- on gender differences (g), because A and C correspond to
male respondents, C and D to females, and +--+ on gender-age interaction (i)
(this interaction effect was not measured in the CCA performed above, but could
aso be included).
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Figure 1: Subset CA of countries-by-information sources data set, with the male (m) and
female (f) subgroupswithin a country, aswell asyounger (y) and older (o) subgroups
shown as supplementary points and connected by line sesgmentsthat pass through
the country points.

The parts of inertia corresponding to the above separation of effects are as
follows, obtained by summing the inertias of the corresponding dimensions
(remember that thisis based on the subset analysis, that contains less total inertia
than the previous CCA analysis, which included the missing response category):

part inertia percentage
c 0.1015 53.3%
g 0.0160 8.4%
a 0.0650 34.2%
i 0.0079 4.1%

total 0.1903 100.0%
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Figure 2: Four pairs of dimensions from the subset CA of the nested block-circulant matrix
that visualize four separate effects: (a) the basic country-by-information sour ce analysis; (b)
the younger-older differenceswithin countries; (c) the male-female differ ences between
countries; and (d) the interaction of gender and age across countries. Percentages are with
respect to thetotal inertias of the respective parts.

Thanks to the pattern of signs we can identify the best two dimensions for
visualizing each effect: dimensions 2 and 3 for ¢, dimensions 1 and 8 for a,
dimensions 6 and 9 for g and dimensions 12 and 16 for i. The four CA maps are
shown in Figure 2(a)-(d).

Figure 2(a) essentially shows the same country differences as Figure 1, with
eastern European countries on theright generally favouring recommendations and
experience when choosing between tourism options, the Scandinavian countries
and Holland upper left preferring internet and catalogues, while Spain, Italy and
Cyprus, tending to use agencies more than average.
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Figure 2(b) showsthedifferencesin the countries between younger and older
respondents. These are the line segmentsy-o of Figure 1, but dimension-reduced
fromtheir respectivefull space of differencesonto thismap, with the o anchored at
the origin, so the country points indicate younger minus older differences. The
interpretation clearly shows that in all countries younger respondents use the
internet more than older ones, with the biggest differences found in Finland,
Holland and Greece.

Figure 2(c) shows the gender differences, smaller than the age ones, where
this time female (f) is anchored at the origin, so it is the male minus female
differences that are shown. Clearly, males are not using agencies as much as
females, in al countries, and in some countries, e.g. Greece, Latvia, Estonia and
Bulgaria, males rely on experience more than females, while in Holland and
Luxembourg, for example, internet and the media are preferred more by males.

Finally, inFigure2(d), themorecomplex interaction effectisvisualized. This
effect hastheleast inertia, only 4% of thetotal as seen previously, of which almost
60% isvisualized here. Here we understand questions such asthe following: does
the male-female difference itself differ when looking at younger versus older
participants? Maltaseemsto beacountry lying towards agencies, but from Figure
2(b) younger respondentsin Malta using agencies much lessthan older ones. The
implicationisthat thisyounger versus older differenceis greater for Maltese men
than women, which is a component of the interaction effect.

5. DISCUSSION AND CONCLUSION

In this paper we have exposed amethodol ogy that allowsthetota inertiaof atable
of data on which a factorial structure is overlaid to be decomposed into parts
corresponding to effects defined by the factors (see aso Le Roux and Rouanet
(2010) for a different treatment of thistopic). In particular, for factors with two
categories, the separation of the parts can be achieved efficiently by setting up the
matrix in anested block-circulant format, whichisthen analysed by CA inasingle
analysisthat generatesthe CAsof all theparts. Thisseparation of theeffectsmakes
theinterpretation of theresultsmuch easier, thanksto both the quantification of the
inertia contributions of each effect aswell astheir visualization in separate maps.
Inthe case of three or more categories defining thefactorial structure, the situation
isabit more complex. The block-circulant format with three matrices circulating,
say A, B and C, leadsto contrasts being quantified and displayed, for example, the
contrast A —1/2(B+C). Of course, any such contrasts or other combinationsof the
factorial parts can be analysed per se, but aregular CA software program can then
not be employed because the data should not be recentred, so that the origin of the
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display corresponds to the contrast value of zero. In addition, proper attention to
the masses and chi-square distances needsto be given. The block-circulant format
avoids these issues and assures that the same chi-square distance is used in all
analysesand that the centre of the displaysfor the difference parts (or contrasts, as
the case may be) are identified with zero values.
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